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Figure 1: To measure respiration with an in-ear headphone IMU, we capture 3D acceleration and gyroscope data at 50 Hz (A).
We record the ground truth with a pressure transducer. Data is processed as illustrated in (B): we split the data into 20-second
windows and interpolate using cubic splines, resampling at 256 Hz. Our pipeline discards windows with too much movement.
We apply a Butterworth bandpass �lter to remove noise and a triangle �lter for further smoothening without loss of timing
information. Finally, we use FFT with zero padding in (C) and compute the maximum to calculate the respiratory rate.

ABSTRACT
State-of-the-art respiration tracking devices require specialized
equipment, making them impractical for every day at-home respi-
ration sensing. In this paper, we present the �rst system for sensing
respiratory rates using in-ear headphone inertial measurement
units (IMU). The approach is based on technology already avail-
able in commodity devices: the eSense headphones. Our processing
pipeline combines several existing approaches to clean noisy data
and calculate respiratory rates on 20-second windows. In a study
with twelve participants, we compare accelerometer and gyroscope
based sensing and employ pressure-based measurement with nasal
cannulas as ground truth. Our results indicate a mean absolute
error of 2.62 CPM (acc) and 2.55 CPM (gyro). This overall accuracy
is comparable to previous approaches using accelerometer-based
sensing, but we observe a higher relative error for the gyroscope. In
contrast to related work using other sensor positions, we can not re-
port signi�cant di�erences between the two modalities or the three
postures standing, sitting, and lying on the back (supine). However,
in general, performance varies drastically between participants.
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1 INTRODUCTION
When tracking respiration rates in day-to-day scenarios, respira-
tory inductance plethysmography is the current state-of-the-art. A
belt straps around the user’s chest and abdominal wall to measure
the expansion while breathing in and out [21]. Such devices are
specialized and expensive equipment and not suitable for everyday
use. A di�erent method, applied for instance in sleep labs and under
medical conditions, uses nasal cannulas made from plastic tubes
which redirect the air�ow to pressure transducers [15]. These tubes
are uncomfortable to wear as they are placed inside the nostrils and
are unhygienic when used multiple times or with di�erent users.
As an alternative, we investigate respiratory monitoring based on
a 6-axis inertial measurement unit (IMU) embedded into a standard
in-ear headphone form factor. This technology is potentially ac-
cessible to a broad set of users, as already today, earphones with
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integrated IMUs are commercially available (like e.g., the Apple
AirPods).

Embedding respiratory sensing into headphones opens up a set
of use cases where auditory feedback couples to breathing. For
example, Harris et al. suggest that auditory biofeedback can enable
the control of the respiration rate of users [5], which can help
with stress management or support guided meditations [17]. We
could also detect the interruption of breathing during sleep (apnea)
and alert the user after a de�ned time threshold. Such scenarios
naturally �t our sensor setup because the user maintains a steady
position which avoids movement artifacts, and the headphones
seamlessly integrate wit providing audio feedback.

In this paper, we propose the use of headphones equipped with a
6-axis IMU (accelerometer and gyroscope). We present the working
principle of our system and introduce a data processing pipeline.
We evaluated our system in a lab study with twelve participants and
compared between standing, sitting, and lying on the back (supine)
as well as accelerometer and gyroscope based tracking. Our results
indicate good outcomes for a subpopulation of participants.

2 BACKGROUND AND RELATEDWORK
Previous research proposes a broad set of alternatives to the for-
merly mentioned state-of-the-art for respiration rate tracking.

Systems based on UWB, WiFi, or vision [1, 12, 19] have signi�-
cant advantages because they are not attached to the user. However,
they require specialized setups which can be complicated or might
have problems with other people present in the room. Further tech-
niques which do not require nasal cannulas to measure respiration
from human breath include gas sensors that measure, e.g., volatile
organic compounds [16] or humidity [13]. They still require to be
placed in the air stream or have to be attached close to the area
around mouth and nose.

Acceleration and gyroscope data have signi�cant advantages in
terms of cost and unobtrusiveness because many modern devices
already come equipped with these inexpensive sensors (< 5$, single
quantity). The idea to use the IMU’s data is not new, and others
have shown that the underlying principle does work. It has been
implemented using chest belts [2] or smartwatches [3, 18]. Another
approach which is particularly relevant because it is head-worn
uses Google Glass smart glasses [7]. However, this is impractical for
scenarios where glasses can not be comfortably worn, e.g., when
lying on the side. Additionally, it remained questionable to us if a
sensor plugged into the ear canal is capable of achieving similar
results. Nevertheless, we can use their results to add context to our
system’s performance and draw additional conclusions. Existing
work has also explored the option to support meditation sessions
with breathing monitored in real-time using a so-called breathing
model derived from a smartwatch’s IMU [4].

Tracking respiration rates with a headset has been explored
in [14] but their method requires placing the microphone of the
headset under users nose. In [11] a microphone is positioned in the
ear-canal using in-ear to record und interpret breathing sounds. It
was tested with 25 subjects and yielded 2.7 breathing cycles per
minute (CPM) absolute mean error for quiet environments, and
they report problems with increasing background noises. In [6],
an accelerometer-equipped device wraps around the user’s ear to

measure respiration. They only evaluate the device with a single
participant and do not consider gyroscope data as well as an in-ear
form factor.

3 WORKING PRINCIPLE
3.1 System Design

Figure 2: The Nokia Bell Labs eSense headphones [9]
(left) connect via Bluetooth and transfer gyroscope and ac-
celerometer data to the smartphone app (right).

We leverage the eSense platform [9], which has been kindly
provided to us by Nokia Bell Labs. It comes equipped with a six-axis
IMU in its left earbud and connects via Bluetooth Low Energy (BLE).
We record the x, y and z angular velocity in de�/s using the built-in
gyroscope and the x, y and z acceleration inm/s2 as illustrated in
Figure 2. We sample at the maximum frequency of 50 Hz and do
not use the integrated low pass �lter settings. We do not record
other information provided by the platform (e.g., microphone).

We have implemented a mobile application in Swift for iOS,
which connects to the eSense earbuds. The data is stored locally
on the phone, and timestamps are taken on a rolling basis as the
Bluetooth packages arrive. To transfer the data to a computer, we
export it to a CSV �le and send it using any of the options provided
natively by the operating systems’ sharing options (in our case,
AirDrop). Finally, we feed the �les into our processing pipeline.

3.2 Data Processing Pipeline
To compute the respiration rate, we use the same steps independent
from gyroscope or accelerometer. We expand upon the approach
proposed in [7]. We apply steps (1), (2), (4), and (5) to each axis.
Additionally, steps (3) and (5) remove motion sensitivity.

(1) To remove signal shifts and trends, amoving averagewindow
of 3 samples is subtracted from each dimension. Additionally,
we apply an averaging �lter with a window size of 2 seconds
to each of the components, corresponding to one respiration
cycle at the maximum breathing rate (30 breaths per minute).

(2) To in�ate our data, we apply a cubic spline interpolation and
resample the resulting signal at 256 Hz. As there are small
variations in timestamps due to Bluetooth latency, this also
helps to create equidistant samples.

(3) Similar to [18] we discard windows if movement is too high.
If 3% or more of all accelerometer data points are above
our threshold of 10m/s2 the entire sequence is sorted out.
Additionally, we apply hard thresholding for samples ±2SD.

(4) We apply a bandpass Butterworth �lter of order four and
cut-o� frequencies of 0.1 Hz and 0.5 Hz, which removes noise
and is equivalent to 6 to 30 breath cycles per minute (CPM).
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Figure 3: The graph in the top left corner shows the raw acceleration signal of the X-, Y- and Z-axis, the graph in the top
right the gyroscope data of the X-, Y- and Z-axis. The graph shown at the center-left displays the �ltered acceleration signal
compared to the ground truth and the center-right the �ltered gyroscope signal compared to the ground truth. The three
graphs in the bottom show the spectrum of the processed accelerometer signal (left), the ground truth pressure signal (center)
and the gyroscope (right).

(5) To further smoothen the signals while retaining the peak
positions, we apply a triangle �lter with a width of 2 seconds
as described in [4].

(6) To make the results independent from changes on di�erent
axes for di�erent postures, we perform a principal compo-
nent analysis (PCA).

(7) We perform a spectral analysis of each principal component
using a Fast Fourier Transformation (FFT) with zero-padding
and compute the maximum peak and its magnitude for each
component. We then report the frequency corresponding to
the peakwith the highest magnitude as respiration frequency
that we can convert to CPM.

Figure 3 displays the raw signals captured from the accelerometer
(left) and gyroscope (right) of one of our study participants sitting.
The two graphs indicate how noisy the initial data signals are
along all axes. As the user breathes, the accelerometer signal visibly
oscillates around zero on the Y-axis and the gyroscope on the Z-
axis. The second row compares a normalized ground truth signal
captured using nasal cannulas hooked to a pressure transducer
(PRS) with our �ltered signal. The bottom row displays the three
di�erent spectra computed from the respective sensor signals. A
red star indicates the maximum in each spectrum, which illustrates
a minimal error between the three di�erent modalities.

4 EVALUATION
4.1 Study Design
To evaluate our system, we recruited twelve participants (two fe-
male, ten male) between the ages of 21 and 39 (mean age 26) for
a lab study. The mean height was 179 cm and weight 81 kg. We
did not pay participants. Our experiment was conducted in a room
with a couch to lie on and a stable chair with armrests for sitting
down. We placed both eSense earbuds [9] into the participant’s ears
(left earbud equipped with the IMU) and hooked them up to nasal
cannulas as ground truth. No audio was played during the study.

Figure 4: Participant wearing nasal cannulas (red, left circle)
and the eSense headphones (blue, right circle).
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Figure 5: Shows Bland-Altman plots for the accelerometer (left) and gyroscope (right) with an aggregated graph for the overall
performance and for the postures standing, sitting and lying on the back. Per-User results indicated in di�erent colors.

Table 1: Respiration rate system performance in cycles-per-
minute (CPM).

Sensor MAE SD RMSE

Accelerometer 2.62 2.74 3.79
Gyroscope 2.55 2.63 3.67

Table 2: Comparison between modalities and postures
(MAE / SD) in cycles-per-minute (CPM).

Sensor Standing Sitting Supine

Accelerometer 3.15 / 2.74 3.10 / 2.80 2.56 / 2.19
Gyroscope 2.45 / 2.22 2.74 / 2.64 2.68 / 2.00

During the �rst phase of our evaluation, each participant was
asked to breathe normally for one minute each in three di�erent
postures (standing, sitting, and lying) while otherwise keeping as
still as possible. This step was followed by a second phase, in which
we then asked them to perform a short 30-second jumping jacks
session before each of the three postures, which we anticipated to
result in a more dynamic dataset. After performing the activity, we
again recorded respiration data for one minute for every posture.

We used the Williams design generalized Latin squares [20] to
balance for �rst-order carryover e�ects introduced by a poten-
tially unnatural breathing behavior when asked to breathe on the

spot. For the three di�erent postures, this resulted in six di�erent
sequences, which we assigned to participants in a round-robin fash-
ion according to their arrival time. The sequence for the �rst and
second phase of the evaluation was identical within each session.
After completing these tasks, participants were asked to �ll in a
short questionnaire, which included demographic questions (sex,
age, weight, height) as well as a question inquiring whether partici-
pants felt that they had breathed naturally and space for free-text
feedback.

The respiration ground truth was collected using a custom made
monitoring device: We wired a RedBear BLE Nano v2 to a pressure
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Figure 6: The two diagrams in the �rst row above indicate how strictly discarding segments with movement artifacts and of
restful users increases the accuracy. The diagrams in the second row compare the data of two participants, whereas P1 achieves
a much lower mean error than P8 even at a higher movement threshold of 5%. Per-User results indicated in di�erent colors.

transducer that connects to nasal cannulas (see Figure 4). The device
samples pressure data at a frequency of 50 Hz. We �lter the signal
with the same data processing pipeline as described in 3.2, except
we do not apply a PCA. It also connects to our mobile application,
which we installed on an Apple iPhone X for our study. Similarly to
the acceleration and gyroscope data, we use the arrival time of the
Bluetooth packages on the phone as timestamps, which makes it
easy to synchronize the data afterward. We also attached the device
on the user as displayed in Figure 4.

4.2 Results
In total, we collected 72 minutes of breathing data. We shift a sliding
window at an interval of 5 seconds over every one-minute data
frame. This process yields 669 twenty-second breathing sequences.
After removing the ones with too many movement artifacts, 253
remain. Ground truth respiration rates range from 7.6 to 22 in cycles-
per-minute (CPM) for those sequences. To evaluate the agreement
between our approach and the ground truth measurement, we uti-
lize Bland-Altman plots shown in Figure 5. In most settings, the
observed di�erences are centered around zero and show no signi�-
cant bias, also observable from the displayed mean error. The plots
also show the limits of agreement (interval between +1.96SD and
-1.96SD) that contain 95% of the measured di�erences. Additionally,
we have computed several metrics for ease of comparison, namely
the mean absolute error, its standard deviation, and the root mean
squared error shown in Table 1. We further broke it down by body
posture in Table 2. Overall, the performance of gyroscope is similar
to the accelerometer but varies between postures. We achieve the
best results for the accelerometer in the supine position, followed by
similar results for sitting and standing. For gyroscope, we achieve
comparable results for all three postures.

5 DISCUSSION
Generally, we can observe that our method is highly sensitive to
motion artifacts. The �rst row in Figure 6 shows that we achieve
better results after setting the motion threshold to 1% and limiting
the dataset to non-aroused participants. Introducing this limitation
reduces the MAE to 2.09 CPM for the accelerometer and to 1.90
CPM for the gyroscope. Additionally, we see signi�cant di�erences
between subjects. For example, the second row in Figure 6 shows
that even after raising the motion threshold to 5% participant P1
has much better results than P8 (MAE 1.21 ACC / 1.45 GYR vs.
MAE 8.97 ACC / 4.58 GYR). We do not know what causes these
di�erences; however, bad �tting of the earplugs or di�erences in
pose and anatomy could be a reason.

5.1 Comparison with Related Work
In Table 3, we compare our results to related work. Hernandez et al.
[7] have evaluated smart glasses and also smartwatches [8] for
the same three postures as we did. Compared to [7] we do not ob-
serve signi�cant di�erences between gyroscope and accelerometer.
Overall, the head seems to be a less suitable position for tracking res-
piration rates than e.g., the wrist. We yield higher error rates than
[7, 18], especially for the gyroscope. The root causes for di�erences
between the two head-worn devices are unclear.

Table 3: Performance (MAE / SD) in cycles-per-minute (CPM)
of our system compared to related work.

Sensor In-Ear Glasses [7] Watch [8]

Accelerometer 2.62 / 2.74 2.29 / 3.43 0.92 / 2.20
Gyroscope 2.55 / 2.63 1.39 / 2.27 0.38 / 1.19
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Comparing the di�erent poses, we have similar results to [7]
for the accelerometer in the standing posture; however, perform
worse for sitting and lying down. Additionally, the gyroscope’s
performance for standing is comparable, but we report higher errors
for the sitting and supine position.

According to [10], the thoracic spine moves back and forth,
whereas the spine moves up and down while breathing. The result-
ing motion of the head could be di�erent when measuring above
the eye compared to the ear in di�erent poses and on varying head
positions. We further theorize that the di�erences could be caused
by a dampening e�ect of the ear plugs’ �exible caps which might
absorb motion.

5.2 Limitations
For our evaluation, we measured nasal respiration using a pressure
transducer. After performing the physiologically straining task of
jumping jacks, several participants reported the urge to breathe
through the mouth afterward. We did not limit them to nose breath-
ing before the study, but several participants reported that they
"felt forced to not breathe through the mouth" (P2). An FDA-cleared
chest belt based on respiratory inductance plethysmography is a
more suitable methodology, which could support a more natural
breathing behavior and therefore positively a�ect results. To iden-
tify relationships between the �t of the earplugs and respiration
rate estimation accuracy, we suggest measuring ear sizes and �lm
participants in future studies. Additionally, our experimental envi-
ronment left things to explore visually (e.g., posters), which could
result in additional motion artifacts.

6 CONCLUSION AND FUTUREWORK
In this paper, we explored the feasibility to use in-ear headphones
for tracking respiratory rates and compared our results to related
work.We have evaluated a data processing pipeline which combines
multiple factors from previous work to �t an in-ear headphone use
case. We compared accelerometer and gyroscope data and present
results for the three di�erent postures standing, sitting and lying
on the back (supine). Our approach was validated by comparing
measurements with ground truth data from nasal cannulas con-
nected to a pressure transducer. In general, our results suggest that
the ear is a less suitable position for measuring respiratory rates
than, e.g., on the wrist. Overall, our solution has a high sensitivity
to small motion artifacts. Nevertheless, we achieve stable perfor-
mances for a subpopulation of participants. T he underlying root
causes for those di�erences remain unclear at this point and will
be investigated in future research.

To explore the inaccuracies between subjects, we suggest to
investigate the potentially loose attachment of in-ear headphones
further and examine possible dampening e�ects created by the
headphone’s cushion. We suggest using di�erent sizes of ear canal
caps depending on the user’s ear size.We also propose a comparison
study between the ear and above eye positions for respiratory
rate tracking, which could reveal further insights that cause the
performance di�erences discovered in this paper. Finally, a more
advanced approach fusing accelerometer and gyroscope data and
even microphone signals are likely to yield better results.
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ABSTRACT
Head tracking is a fundamental component in visual atten-
tion detection, which, in turn, can improve the state of the art
of hearing aid devices. A multitude of wearable devices for
the ear (so called earables) exist. Current devices lack a mag-
netometer which, as we will show, represents a big challenge
when one tries to use them for accurate head tracking.

In this work we evaluate the performance of eSense, a
representative earable device, to track head rotations. By
leveraging two di�erent streams (one per earbud) of inertial
data (from the accelerometer and the gyroscope), we achieve
an accuracy up to a few degrees. We further investigate the
interference generated by a magnetometer in an earable to
understand the barriers to its use in these types of devices.
1 INTRODUCTION
As of 2019, more than 466 million people are su�ering from
hearing impairments1[1]. By 2050, the World Health Organi-
zation forecasts that over 900 million people will be a�ected
by hearing disabilities [1]. Subjects with hearing impair-
ments (and non-impaired, too) struggle to identify and iso-
late the source of a sound. This is particularly true in social
situations. Crowded places, where multiple conversations,
involving several speakers happen at the same time, result in
the phenomenon known as the Cocktail Party Problem [11].
Earables, like the eSense platform we evaluate in this pa-

per, have an enormous and mostly unexploited potential. For
instance, if adopted as hearing-aids, earables could be used
1Hearing disabilities are considered so when referring to hearing loss greater
than 40dB in adult subjects and 30dB in children.
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both as sensors and actuators. Ears represent an extremely
good vantage point to sense those behaviours that could be
exploited to improve the performance of a hearing-aid (e.g.
gaze tracking, head movements, etc.). Previous studies, espe-
cially from the medical community, highlight the importance
of using directional hearing-aids leveraging the visual atten-
tion of the user [5, 14]. For example, Favre-Félix et al. [5]
use electrooculography data (EOG) to characterize the visual
attention of the patients. Their study shows how steering
an hearing-aid by using EOG leads to better performance
on the sentence correctness score. However, because of the
challenging signal processing required when dealing with it,
the authors suggest that EOG may not be the best enabler to
steer hearing-aids with a su�ciently high degree of preci-
sion. Head movements are closely linked to eye-movements
[5], and therefore they are considered a good proxy to sense
visual attention, too.

Inertial motion tracking is a well known and studied prob-
lem. Yet, due to the lack of a reference point to re-calibrate
the sensors, and to estimate the 3D orientation of the tracked
object, tracking head movements with a device without a
magnetometer represents a challenging task. To the best of
our knowledge, because of the interference generated by
the magnets of the speakers and in their cases, none of the
earables in the market is equipped with a magnetometer.
Indeed, like the eSense we are using in this work, the Apple
AirPods2, the Google Pixel Buds3, and the Samsung Galaxy
Buds4 do not have a built-in magnetometer. In this work, we
focus on the evaluation of the eSense platform [7, 12] in track-
ing the head movements of a user concentrating on a speci�c
spatial point. To do so, we ran experiments with ten volun-
teers. We probed and stressed the robustness of the system
by asking our volunteers to perform di�erent activities, such
as chewing and talking, while focusing on a series of targets
placed at di�erent spatial locations.

By tracking instantaneous head movements as a proxy to
track visual attention, our study shows how a system, that
relies only on accelerometer and gyroscope, can still provide
2https://www.i�xit.com/Teardown/AirPods+2+Teardown/121471
3https://medium.com/@justlv/google-pixel-buds-teardown-396183cbbc18
4https://root-nation.com/audio-en/headphones-en/en-samsung-galaxy-
buds-review/
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useful insights on where a person is facing. Despite the fact
that head movements are user dependent, we obtained esti-
mations with an average error that ranges from 5.4 degrees
for short movements done by silent subjects, to 18.7 degrees
for longer movements carried out by subjects who are chew-
ing. This paper lays the foundations of a line of work aiming
to sense and characterize human attention through earables,
wearables that are neither socially-awkward, nor cumber-
some, unusable or unrealistic (e.g. combining an hearing-aid
with a pair of eye-tracking glasses). Lastly, it sheds light on
how a magnetometer would behave if placed in an earable.

2 RELATEDWORK
Earables. Earables are a relatively new concept. Despite

their huge potential, few research works currently use them.
Most focus on health monitoring and sensing. For instance,
LeBoeuf et al. [10] prototyped an optomechanical sensor to
sense blood �ow and estimate oxygen consumption during
daily activities. The studies carried out by Bedri et al. [3] and
by Amft et al. [2] combine IMUs and microphones to detect
and classify eating activities. The former aimd to detect in-
the-wild chewing activities, whereas the latter focused on
the classi�cation of four di�erent types of food through the
analysis of eating activities.

Head Movements Tracking. Inertial motion tracking is a
known challenge and a well explored area. One of the most
recent works in the �eld, and the state-of-the-art, is the
study carried out by Shen et al. [13]. In their paper, the au-
thors widely discuss the 3D Orientation problem and present
MUSE, a magnetometer-centric sensor fusion algorithm for
orientation tracking. Their results found that MUSE outper-
formed all the previous state-of-the-art orientation tracking
approaches. Prior to their work, the other state-of-the-art
techniques, as A3 [15], were heavily relying on the gravity
to determine the object orientation in the space, using the
magnetometer data mainly to re-calibrate the system. How-
ever, as reported by Shen et al. [13], those previous works
are mostly based on the following assumptions:

(1) slow linear motion, with accelerometer data that have
gravity as average;

(2) slow rotational motion, with Gaussian errors that pre-
serve the linearity of the system;

(3) motion with frequent, fairly long pauses, needed to
reset the gravity estimation.

Yet, because of the huge freedom and unpredictability that
characterizes human motion, these assumption rarely hold
when tracking head movements. Our work partially follows
the approach used by LaValle et al. [9]. However, in their
work, the authors use a signi�cantly di�erent hardware (an
Oculus headset), which is equipped with a magnetometer.

This paper assesses and evaluates the performance of eS-
ense, an earble equipped solely with accelerometer and gy-
roscope, to track head movements. In addition, it presents a
preliminary study on the e�ects of a magnetometer if placed
in an earable. Given that there are no available earables
equipped with this kind of sensor, we believe these prelim-
inary observations represent and interesting input to both
the research community and industry.

3 PLATFORM OVERVIEW
In this section we introduce the eSense platform and the chal-
lenges of performing head movement tracking on a device
that can not rely on the data from a magnetometer.
eSense Platform
The eSense platform [7, 12] consists in a pair of true wire-
less earbuds which have been augmented with kinetic, audio
and proximity sensing options. The left earbud has a 6-axis
Inertial Measurement Unit (IMU) with accelerometer and gy-
roscope and a Bluetooth Low Energy (BLE) interface which is
used to stream data and to send periodic beacons that can be
used to detect proximity to nearby devices. Both earbuds are
also equipped with microphones to record external sounds.
The bene�t of eSense, contrary to other commercial earbuds,
is the access to the raw data from the onboard sensors and
the complete �exibility in the con�guration of their parame-
ters. In addition to serve as a well established and socially
acceptable device, for example to listen to music and take
phone calls, eSense allows to gather real-time sensor data,
opening the door to novel sensing applications involving the
head.
Challenges of Inertial Tracking
The primary goal of this work is to understand the accuracy
achievable by a device that solely relies on accelerometer
and gyroscope to track user’s head movements. The biggest
challenges we had to face while investigating that, were
related to the device itself. The small form factor, together
with the pure "wireless experience" and the relatively short
battery life , represent non-trivial constraints to deal with.
The presence of multiple magnets in the case compelled

the hardware manufacturer to put a 6 degree of freedom (6
DoF) IMU, instead of a 9 DoF, more complete, sensor. Practi-
cally, it means the platform is bounded to the 3 DoF of the
accelerometer (xacc , �acc , zacc ) and the 3 of the gyroscope
(x��ro , ���ro , z��ro ), lacking the presence of a magnetometer.

Accelerometer and gyroscope provide relative movement
estimates that drift over time. Without the magnetic north
as a reference, we could not rely on the state-of-the-art cal-
ibration and re-calibration techniques [13]. Besides, when
tracking the motion of an object (or of the head of a person),
it is crucial to initialize the system correctly, with the right
3D orientation of the object itself. Unfortunately, once again,
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the majority of the algorithms to solve the 3D Orientation
Problem rely on the absolute direction reference provided by
themagnetometer (combinedwith gravity and instantaneous
gyroscope readings) [13, 15].

4 HEAD TRACKING METHODOLOGY
The data we collected from the eSense buds are accelerations
(from the accelerometer) and rotational velocities (from the
gyroscope). We had integrate the data to get an idea of where
the person is paying its visual attention to.
Combining multiple IMUs. Tracking head motion from

only one ear might not give precise enough results, espe-
cially considering the absence of external reference points,
such as a magnetometer. As having more �ne grained data
points enhances the precision of the estimation, we combined
the streams of inertial data coming from the IMU sensors in
the two earbuds5. We leverage the assumption that the two
di�erent IMUs are recording, from di�erent vantage points,
the same rotation. Yet, combining the data correctly becomes
crucial. We do so by concatenating and averaging the ac-
celerometer and gyroscope data over a window of 200ms.
Prior to that we resample and �lter the readings from the
IMU sensors. A further challenge comes from the orienta-
tion of the IMUs themselves. We obviate that by making our
system independent from the human coordinate. To do that,
we only consider the intensity of the rotation, rather the
motion components along the 3 axis of the accelerometer
and the 3 of the gyroscope. In fact, we only leverage the
motion components to tell whether the rotation is positive
(to the right) or negative (to the left).

Quaternions and Complementary Filter. Euler angles, bet-
ter known by their components �aw , pitch, and roll , are the
most common, and widely used, coordinate system to repre-
sents rotations. Despite their di�usion due to their ease of
interpretability, they come with the problem know as Gimbal
Lock [4]. To obviate the gimbal lock problem, it is common
to switch to a better suited coordinate system: Quaternions
[6, 9].
Integrated gyroscope measurements are subject to short-

term drift, which may be more or less severe depending
on the application. The situation worsen over time, as the
error grows faster. To mitigate that, a common approach is
to fuse the gyroscope readings with the accelerometer ones,
as it is known to be more stable than the gyroscope in the
short-time.

Our angular estimation is based on a complementary �lter,
which allows us to fuse gyroscope and accelerometer data,
and follows the approach proposed by LaValle et al. [9]. We
derive our estimation as follows:

5since only the left eSense buds are equipped with the IMU sensors, we had
to use two left buds.
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q��ro is the quaternion that describes the instantaneous ro-
tation of the head, based on the gyroscope data. We partially
account for the gyroscope drift by adding the 3D orientation
estimation and tilt correction of the head. To do that prop-
erly, we should rely on a combination of magnetometer and
accelerometer data. Instead, since the eSense do not have a
9 DoF IMU, we could to only rely on the gravity as external
reference to perform a rough orientation estimation and tilt
correction.

qacc_bod� = 0 + i accx + j acc� + k accz
qacc_world = pos[t] ⇤ qacc_bod� ⇤ pos[t]�1

qcf = cos(�2 ) + i
nx
| |n | | sin(

�
2 ) + j

n�
| |n | | sin(

�
2 ) + k

nz
| |n | | sin(

�
2 )
(2)

where qcf is the implementation of the complementary �lter
in the space of quaternions, and where:
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We can now estimate the �nal rotation by doing:

f inal_position = qcf ⇤ pos[t] (3)

Notice that for each earbud, we account for the factory o�set
of both accelerometer and gyroscope by using the techniques
described by Kok et al. in their work [8]. In addition, because
of the absence of themagnetometer, we only focus on relative
rotations (delta motions).

5 USER STUDY
In this section we describe the methodology we followed to
investigate head motion tracking through earables. We detail
how we collected the data and the results obtained tracking
the head movements of our volunteers. Ethical approval was
obtained to conduct the user study.

Data Collection Methodology
We recruited 10 volunteers to join our data collection cam-
paign. Each individual waswearing two earbuds (both eSense
left bud) connected via BLE (Bluetooth Low Energy) to an
Android application running on a smartphone6 provided by
us. The eSense buds collected, and streamed to the smart-
phone, at 100 Hz. For the sake of reproducibility we report
the con�guration of the two earbuds. Notice the two buds
have the same con�guration:

• AccelerometerRan�e = ±2�
• G�roscopeRan�e = ±500de�rees/second

6Google Pixel 2, https://en.wikipedia.org/wiki/Pixel_2
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Fig. 1: Mean error and standard deviation of the head move-
ments estimation of 10 silent volunteers.

Fig. 2: Impact of chewing activity on themean error and stan-
dard deviation of the head movements estimation of 10 vol-
unteers.

• AccelerometerLowPassFilter = 5Hz
• G�roscopeLowPassFilter = 5Hz

The experimental set up consisted of 4 targets (red cross)
attached to the walls in an empty room. The angle between
the position of the volunteer and the targets was known and
represented ground truth. The targets were placed respec-
tively at 30, 45, 60, and -90 degrees. We chose 30 degrees as
the smallest angle we investigate assuming that for smaller
angles people would mostly move their eyes, barely mov-
ing their heads. With -90 degrees, we wanted to show how
our system could capture both clockwise and counterclock-
wise movements. We asked our volunteers to perform the
following actions:

• Standing in silence and looking at di�erent targets,
and keep facing them, according to the instructions of
the investigators;

• Standing, chewing a piece of chewing gum, and look-
ing at di�erent targets, and keep facing them, accord-
ing to the instructions of the investigators;

• Standing, conversing with one of the researchers, and
looking at di�erent targets, and keep facing them, ac-
cording to the instructions of the investigators.

Baseline: Silent Subject
We now present the results of what we consider our baseline.
In this experiment, the volunteers were standing in silence,
looking at the di�erent targets according to a set of instruc-
tions provided by us. For each target, the volunteers started

Fig. 3: Impact of speech on the mean error and standard de-
viation of the head movements estimation of 10 volunteers.

facing an initial reference, placed at 0 degrees. They then
rotated their heads towards the given target (delta motion).
Once there, we asked them to keep their head turned towards
the target for about 5 seconds (position maintenance). We
estimated the movements done by the volunteers processing
the readings of accelerometer and gyroscope according to
what described in Section 4. Figure 1 respectively reports the
mean errors of the motion delta estimation and the position
maintenance estimation when the users were rotating their
heads clockwise 30, 40, and 60 degrees, and counterclockwise
to -90 degrees. From the chart, we can immediately appre-
ciate how the position maintenance errors are greater than
the motion delta ones. This is due to the inertial sensors’
drift that heavily a�ects the integration. Because of our long
term application, we are interested in instantaneous move-
ments (deltas) we therefore mostly care about motion delta
errors. Another interesting observation is how the errors
grow for longer movements (i.e. greater angles), indicating
a higher precision of the system for short movements (i.e.
small angles). Moreover, the high standard deviation that
characterizes the mean errors denotes a strong user depen-
dency of the motion estimation. In fact, for some volunteers,
we even registered sub-degree motion delta accuracy in some
movements.

Impact of Chewing Activity
Once we evaluated our system on the simplest case, we
started testing the robustness of our motion estimation. We
gave chewing-gum to our volunteers, and asked them to re-
peat the same sequence of movements. The chewing activity
of the volunteers generated spurious vibrations that were
inevitably picked up by the inertial sensors in the earbuds. To
make our system more robust to this kind of noise, we tuned
the parameter � of our complementary �lter, aiming for the
best performance in all the three types of experiments. Fig-
ure 2 depicts the mean errors of the estimation. If compared
with our baseline, as expected, the errors are slightly higher.
As we observed in the previous case, because of the drift,
the motion delta mean errors are smaller than the position
maintenance ones.



Head Motion Tracking Through in-Ear Wearables EarComp ’19, September 10, 2019, London, UK

Impact of Speech
Lastly, we assessed how speech a�ects our estimation. To
do so, we asked our volunteers to talk. As for the chewing
experiment, speaking generates unwanted vibrations and
micro-movements that are captured by the sensors, and we
are interested to study the robustness of our system. Figure
3 shows how our system behaves with talking subjects. As
before, the mean errors of the estimation in this third case
are sightly higher than the ones for silent users. As in both
the previous cases, the motion delta accuracy is higher and
decreases for longer movements. Comparing Figure 2 and
Figure 3we can observe that chewing activity seems to have a
comparable impact on our motion estimation as speech. The
high standard deviation of the mean errors further remarks
the �ndings we got from the previous experiments.

Summary. Evaluating the performance of the eSense plat-
form, our work investigates the potential of ears as a vantage
point to sense visual attention through head movements. We
achieve estimations with an average error that ranges from
5.4 degrees for short movements in the least challenging
situation, to 18.7 degrees for longer movements, in noisier
circumstances. In the reminder of this paper, we try to further
improve the accuracy of our system, investigating whether
it would be feasible add a magnetometer, thus gaining an ex-
ternal absolute reference point. This would allow us to track
absolute and incremental movements and not only relative
motion.

6 WHY IS THE MAGNETOMETER MISSING?
In order to asses if we could use state-of-the-art motion
tracking approaches to further improve the precision of our
motion estimation, we studied how the magnets used to hold
the earbuds into the case and the magnet in the speaker
a�ect the readings of a magnetometer. We did that by plac-
ing a STEVAL-STLCS01V1 sensor tile7 at di�erent distances
from one earbud, and we plotted the data captured by the
magnetometer in Figure 4.

To start o�, we put down themagnetometer at a distance of
5 cm from the earbud (Figure 4a). We proceeded keeping the
earbud still in the initial position, while moving the sensor
tile closer to the bud. Figure 4b shows the magnetometer
readings when 3 cm apart. We can immediately appreciate
how the magnets start a�ecting the data, introducing an
o�set. It is worth noticing how the o�set does not �uctuate
when the magnetometer is �xed. As expected, the readings
change at di�erent distances from the earbud. The closer we
get to the earbud, the higher the in�uence of the magnets is.
We further moved the STEVAL-STLCS01V1 at a distance of
1.50 cm, 1.25 cm, and 1 cm, as respectively depicted in Figure
4c, Figure 4d, and Figure 4e. Here, we can clearly notice
7https://www.st.com/en/evaluation-tools/steval-stlcs01v1.html

(a) 5cm from the earbud. (b) 3cm from the earbud.

(c) 1.5cm from the earbud. (d) 1.25cm from the earbud.

(e) 1cm from the earbud. (f) Inside the earbud case.
Fig. 4: Magnetometer readings from a STEVAL-STLCS01V1
device at di�erent distances from one eSense earbud. Notice
how the scale of the plots changes from top to bottom.

how the magnetic �eld generated by the magnets in the
earbud overtakes the Earth’s one, �attening all the readings.
Eventually, we put the sensor tile inside the case (Figure 4f).
The readings skyrockets, as the earbud’s magnetic �eld adds
a signi�cant o�set to the Earth’s.
Because of the constant o�set at di�erent locations, we

decided to delve deeper into the behaviour of themagnetome-
ter, collecting more data samples while moving the device.
We repeated the same set of movements twice. In the begin-
ning, we moved the STEVAL-STLCS01V1 alone, without any
direct external interference caused by either the earbud or by
the vicinity of a metallic source (Figure 5a). In the following
experiment, we recorded the data, performing the very same
movements, but placing the STEVAL-STLCS01V1 inside the
case of the earbud, swapping it with the eSense’s existing
PCB (printed circuit board) (Figure 5b). While in the �rst
case, where there was not interference, the magnetometer
was able to record the motion events, from Figure 5b we are
unable to observe any motion-related data. However, the
constant trend of the o�set let us apply the calibration tech-
nique know as Hard Iron Distortion. As a result, we managed
to recover most of the motion related information, especially
along x and � (Figure 5c). These preliminary results provide
an initial indication about the possibility of integrating a
magnetometer even with the presence of strong magnets in
the sensor’s vicinity. However, experiments with di�erent
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(a) No interference. (b) Inside the case. (c) Distortion correction.
Fig. 5: We run two experiments where a volunteer was asked to shake his head while having the a STEVAL-STLCS01V1 close
to the ear. (a) We �rst collected data without magnetic interference. (b) We then asked our volunteer to repeated the same
movements with the STEVAL-STLCS01V1 placed inside the eSense case. (c) This way we could observe how correcting the
o�set introduced by the magnets, the magnetometer placed in the earbud is still able to record motion data.

conditions (e.g. when the buds are playing music) and a de-
tailed analysis of the resulting data are needed to con�rm
our insights. We leave this for future work.

7 FUTUREWORK
Head movement tracking represents only a �rst step towards
the characterization and sensing of human attention. The be-
havioural cues we want to sense are not only limited to head
movement. After studying how the magnetometer would
work if placed in the case, and after evaluating the eSense
platform to track head motion, this paper motivates a second
revision of the hardware. This should include a wide variety
of sensors, such as:

• 9 DoF IMU;
• EOG support for gaze tracking;
• electroencephalography (EEG) sensors.

Such a device, could represent a step towards a platform
to sense attention and act as an advanced hearing-aid. We
acknowledge that the suggested improvements will pose
signi�cant technical challenges, such as battery-life and form
factor, which we will gradually explore and tackle in future
work.

8 CONCLUSION
In this work, we evaluated eSense as an earable device to
perform in-ear head motion tracking. Our technique com-
bines multiple streams of data, and, despite the absence of
a magnetometer in the inertial sensor equipped in eSense,
achieves results precise up to a few degrees. Although the
accuracy of our estimation decreases for longer movements,
it performs well also in more realistic situations (e.g. with
the subjects speaking or chewing). Besides, our preliminary
study on the magnetometer represents an interesting input
to take into account in the development of future earables.
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ABSTRACT
We explore the use of personal ‘earable’ devices (widely used
by gym-goers) in providing personalized, quantified insights
and feedback to users performing gym exercises. As in-ear
sensing by itself is often too weak to pick up exercise-driven
motion dynamics, we propose a novel, low-cost system that
can monitor multiple concurrent users by fusing data from (a)
wireless earphones, equipped with inertial and physiological
sensors and (b) inertial sensors attached to exercise equipment.
We share preliminary findings from a small-scale study to
demonstrate the promise of this approach, as well as identify
open challenges.
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1 INTRODUCTION
While there has been a rapid increase in the market for fitness
devices and apps, relatively few solutions offer quantified
and personalized feedback on an individual’s overall exercise-
related activities [9]. Existing technologies for fine-grained,
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individualized exercise tracking typically utilize video-based
sensing [16], WiFi CSI information [7], or on-body wearable
devices [4, 11]. However, such solutions continue to face
challenges in real-world adoption. For example, video-based
sensing generates significant privacy concerns, WiFi solu-
tions suffer from poor accuracy in the presence of multiple
individuals (e.g., at a gym) and individuals are reluctant to
adopt custom wearable devices, unless the wearable device is

already a part of an individual’s lifestyle.
Motivated by these observations, we investigate the pos-

sibility of tapping on ear-worn (‘earable’) devices (such as
in-ear earphones) as a possible means of capturing a user’s
exercise related activities. Earables offer a compelling and
attractive mass-market wearable platform ( [14] reported a
global sale of 368 million headphones and headsets in 2018).
Moreover, they are also commonly used during gym activ-
ities (e.g. for listening to music while working out). They
also offer the advantage of supporting real-time, personal-
ized audio-based feedback (often preferred to alternative
text-based feedback [10])–for example, to rectify incorrect
exercising behavior or to motivate continuation of desirable
activities.
Key Challenge: The big drawback of earables, of course, is
their unfavorable on-body placement: it is indeed questionable
whether ear-based inertial signals can provide any discrim-
inative information about exercise motion, especially when
such motion is primarily restricted to upper or lower limbs.
Research on earable-based activity recognition has been con-
fined to inferring (a) characteristics of eating or drinking [3],
both of which obviously manifest in head motion, and at a
stretch, (b) high-level locomotive activities [12], which also
involve overall body displacement. To our knowledge, no
prior work has tackled the problem of fine-grained monitor-
ing of gym exercises using earables.

This paper introduces a novel, low-cost solution for earable-
based, individual-specific fine-grained monitoring of gym
exercises in real world scenarios, where multiple individuals

are exercising concurrently. Our key insight is that earable-
based sensing, in isolation, is too noisy and weak to directly
offer accurate recognition of gym activities. To overcome this
limitation, we propose a hybrid architecture (to be elaborated
in Figure 1), consisting of:

https://doi.org/10.1145/nnnnnnn.nnnnnnn
https://doi.org/10.1145/nnnnnnn.nnnnnnn
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• Individuals wearing wireless earphones embedded with
sensors (e.g., inertial sensors, heart rate sensor) that
capture their activity and physiological context

• Individual gym equipment (e.g., dumbbells, weight ma-
chine) attached with cheap IoT sensors that capture the
motion dynamics of each equipment.

Given this architecture, the problem then morphs to (a) first
establishing an association between an individual’s earable
device and the corresponding gym equipment, and (b) then
using this pair of (earable, equipment) sensor data to infer
fine-grained aspects of the exercise being performed. While
not part of this paper, our overall vision also involves the
generation of personalized real-time audio-based feedback
(acting as a “virtual personalized exercise coach"), to the
exercising individual, based on such fine-grained insights.
Key Contributions: Using a very preliminary feasibility
study (multiple exercise sessions conducted with two users
concurrently performing identical or distinct exercises using
dumbbells or weight-stack machines), we demonstrate that:

• Even though exercise-related signals are often very
muted on an earable, it is indeed possible to iden-
tify related (earable, equipment) pairs from the com-
bined inertial sensor data, via the application of sophis-
ticated time-frequency domain statistical correlation
techniques. Our resulting analysis reveals high correla-
tion (>0.71) between the earable and dumbbell signals
corresponding to the same user, and 83% accuracy in
pairing the devices used by multiple concurrent users.

• By fusing sensor data from both the earable and equipment-
embedded inertial sensors, we can obtain fine-grained
insights into an individual’s exercise patterns (e.g., ex-
ercise type). In particular, we show that such fusion can
determine the exercise performed (among 8 candidate
exercises) with an accuracy of 92%, higher than that
can be achieved from either modality in isolation.

Overall, our work provides early evidence of the promise
of earable devices as a platform for capturing fine-grained
context of individuals exercising in a gym.

2 SYSTEM ARCHITECTURE
A future smart gym application should have the following ca-
pabilities: (i) distinguish between multiple people exercising
simultaneously in the gym, (ii) unobtrusively monitor exer-
cises performed by each individual and obtain deeper insights
on various facets of exercising, (iii) provide personalized feed-
back to the individuals to improve the exercise effectiveness
and prevent injuries.

For realization of such a smart gym application, we assume
that individuals exercising in the gym are using earables and
the exercise equipment/machine is attached with cheap IoT
sensor devices. The earables are equipped with a microphone,

Figure 1: System Architecture

inertial sensors (accelerometer, gyroscope), bio-sensors (heart
rate, body temperature) and are paired to a smartphone. The
IoT device attached to the exercise equipment (e.g., dumb-
bells, barbells, weight machines) have embedded accelerom-
eter, gyroscope and magnetometer sensors. A custom built
smartphone application has a Sensor Recorder process that
records the sensor data from both the devices and a Send

Data module that periodically transmits the sensor data to a
backend server over the WiFi network. This App also has a
Feedback Receiver that receives audio inputs/feedback from
the server and relays it to the earables.

The backend server performs all the smart gym analytics. In
the backend, there is a Sensor Listener module for obtaining
sensor data from both the earable and the equipment-sensor.
Once the sensor data is obtained, the Signal Correlator mod-
ule checks for the correlation between the earable sensor
stream and equipment sensor stream to determine who is
working out with which exercise equipment. The correlated
sensor data pairs are then fed to the Exercise Analytics mod-
ule, which identifies the type of the exercise performed and
determines more fine-grained aspects such as the exercise
intensity, correctness, heart rate variation for different exer-
cises. Then, the Feedback Determiner module utilizes these
analytics to determine the appropriate timing and the audio
feedback to be sent to the earable device.

Figure 1 illustrates the architecture of the system with the
sensor devices, server components and flow of the analytics
pipeline. In this work, we mainly focus on the two compo-
nents outlined in red-dotted lines. Note: For a clear repre-
sentation, the figure depicts only a single-user scenario. In a
practical setting, there will be multiple people exercising and
thus multiple streams of both dumbbell and earable sensor
will be streamed simultaneously to the backend sever.

3 EARABLE-BASED INERTIAL SENSING FOR
EXERCISE ACTIVITY RECOGNITION

In this work we focus on answering the following key re-
search questions:

• Does the accelerometer on the ear-worn sensor device
show any discernible pattern for the common weight
training exercises performed by individuals in a gym?
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• Can we correlate the sensor data from the ear-worn
device and the dumbbell-attached device to distinguish
between individuals and identify the exercise performed
by each person?

We next describe our study procedure, data collected and
the overall approach of analyzing sensor data and deriving
various insights on the exercises performed concurrently by
multiple individuals in the gym.

Study Procedure and Data Collection
To study the feasibility of our proposed vision, we conducted
multiple studies in our campus gym. For obtaining sensor
data, we used the following devices: (i) eSense Earable de-
vice1, which the subjects wore on their left ear, (ii) Cosinuss
One2 earphone, worn by subjects on their right ear and (iii) a
multi-sensor device (DA14583 IoT Sensor3) to attach to the
exercise equipment (e.g., dumbbells, exercise machines). For
the eSense earable, we used only the left-side earbud which
has the capability to stream inertial sensor (accelerometer and
gyroscope) data as well as receive audio inputs. The Cosinuss
One device has in-built sensors to record heart rate and body
temperature. These devices are paired with a smartphone and
we developed an android application that simultaneously con-
nects to these devices over Bluetooth Low Energy (BLE) and
records sensor data and also records ground truth labels such
as exercise performed, set count and amount of weight lifted.
Note: In this work, all the chosen free-weights exercises are
performed with two arms moving at the same time and we
attach a sensor device only to a single dumbbell (left-hand).

For the study, we obtained data from 2 subjects who per-
formed 8 different weight training exercises across 3 days. In
each session, the subjects performed 3 sets of 10 repetitions
of each exercise. The exercises involved 6 dumbbell exercises:
(i) Biceps Curls, (ii) Triceps Pushdown, (iii) Lateral Raise,
(iv) Side Bend, (v) Squats, (vi) Lunges and 2 exercises on
weight stack machines: (vii) Standing Cable Lifts (for Abs)
and (viii) Bent Over Side Lateral (for Shoulders). Out of the
three sets of each exercise in a session, both subjects simul-
taneously performed the same exercise for 2 sets and for the
last set, they alternated between different exercises. Overall,
we collected 144 sets (of 10 reps each) of exercise data.

Sensor Data Analysis and Insights
We first inspect the accelerometer data recorded from the
eSense left earbud and the dumbbell sensor. As expected, the
dumbbell accelerometer showed clear and varying patterns
for most of the exercises. For the earable, as any ‘exercise-
related’ perturbations, if they exist, will be minor and may

1eSense– http://www.esense.io/
2Cosinuss One– https://www.cosinuss.com/products/one/
3DA14583 IoT Sensor – (https://www.dialog-semiconductor.com/iotsensor)

(a) Raw (blue) and filtered
(green) signals from Dumbbell
(top) and Earable (bottom) for
Lunges exercise

(b) Raw (blue) and filtered
(green) signals from Dumbbell
(top) and Earable (bottom) for
Lateral Raise exercise

Figure 2: Accelerometer Sensor Patterns from Dumbbell & Ear-
able for (a) Lunges and (b) Lateral Raise exercises

get swamped by various other macro-movements, we first
pre-process and filter the sensor data. For this, we analyze the
typical ‘exercising frequency’ of various exercises from the
dumbbell sensor pattern. We observe that on an average the
time taken to complete one repetition of a dumbbell/machine
exercise is about 2 � 2.5 seconds. As such, we use a fourth
order Butterworth band pass filter with a lower cut off fre-
quency of 0.4 Hz and a higher cut off frequency of 4 Hz to
filter both streams of sensor data.

Figure 2 shows sample plots of the magnitude of the raw
and filtered sensor signals for Lunges and Laterl Raise ex-
ercises. We find that exercises which involve larger body
movements (for e.g., lunges, squats, abs exercise on machine)
exhibit clear patterns in the earable signal for each exercise
repetition. However, for certain upper-arm exercises (such as
biceps curls, lateral raise), variations are not clearly evident
in the time-domain earable signal. This makes the problem
both promising and challenging and requiring further analysis
of both time and frequency domain of the signals.

Identifying the Correct User-Dumbbell Pairs
In our targeted gym scenario, multiple users would perform
exercises simultaneously and the smart gym application should
monitor exercise and provide personalized feedback to each
individual. As such at the server side, we would receive
multiple streams of both earable and dumbbell signals and
therefore, our primary goal is to identify the correct pairs of
{earable � dumbbell} sensor streams to determine who is
exercising with which dumbbell.

For this purpose, we propose to first obtain Continuous

Wavelet Transform (CWT) of the signals and then perform
correlation analysis in the frequency domain. We choose to

http://www.esense.io/
https://www.cosinuss.com/products/one/
https://www.dialog-semiconductor.com/iotsensor
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Figure 3: Steps involved in identifying the Correct {Dumbbell-
Earable} Pair and Exercise Type

use wavelet decomposition instead of other frequency do-
main techniques such as Fourier Transform or Power Spectral
Density because of its ability to obtain both temporal and
frequency resolution of the analyzed signal.

The CWT coefficients are computed at different scales for
each of the filtered earable and dumbbell sensor streams. We
use the Symlet wavelet (‘sym4’) and vary the scales from 1 to
100. After performing CWT, we obtain a wavelet coefficient
matrix from both sensor streams of all exercising individuals.
Next, we compute distance correlation between all the possi-
ble pairs of the coefficient matrices. The distance correlation
is a measure of dependence between random vectors and is
obtained by dividing the distance covariance of two matrices
by the product of their distance standard deviations [15].

To identify the correct User-Dumbbell pair, we further
train a binary-class classifier with all combinations of CWT
matrices from the dumbbell and earable signal as input. i.e.,
Given a dumbbell signal X and an earable signal Y , does the
classifier think that (X ,Y ) is from the same pair or not?

Identifying Exercise Type
Once the correct dumbbell-earable pairs are determined, the
next step is to identify the exercise performed by each individ-
ual. We use a supervised ML classifier trained on features ex-
tracted from both the dumbbell and earable signals (Figure 3
depicts the various steps involved). Using peak and valley de-
tection on the filtered dumbbell sensor signal for an exercise
set, we first perform repetition identification and segmentation.
We assume one repetition to be the time segment between
two consecutive valleys. We then compute the continuous
wavelet transform of each repetition segment of both dumb-
bell and earable signal. Then the cross-transform/convolution
of the two wavelet coefficient matrices is computed. We also
compute other statistical time-domain features on both sensor
streams. Using InformationGain-based feature selection, we
found that CWT coefficients from scale 70 to 100 and 1 to 10
are the most informative. So, we ignored the features corre-
sponding to CWT scales 11 to 69 from the feature set. The
exercise classification is then performed on the new feature
set with a Random Forest (RF) classifier. We also compare
the performance with other machine learning classifiers.

4 PRELIMINARY RESULTS
In this section, we describe our early results in distinguishing
between multiple exercising individuals and identifying the
exercise they perform, based on the data we collected from
our campus gym.

Performance of Identifying the Correct Pairs
As our system is intended for multi-user gym environments,
our primary goal is to distinguish between the different people
exercising in order to perform personalized exercise monitor-
ing. We achieve this by correlating sensor signals from the
dumbbell and earable in the frequency domain. As discussed
earlier in Section 3, we first perform continuous wavelet de-
composition of both the sensor streams. Figure 4 plots the
scalogram (which is the absolute value of the CWT coeffi-
cients of a signal, plotted as a function of time and scale)
of one set of Side Bend exercise. From the figure, we can
see that the individual exercise repetitions have their energy
concentrated between scales 60 to 100. We observe similar
trends for other exercises as well.

As we collected data with two people exercising simul-
taneously, for each exercise set, we first obtain four CWT
coefficient matrices (for the dumbbell and earable data from
each user) and then compute the distance correlations be-
tween them. We observe that, on an average, the correct pair
of signals (i.e., from same user’s dumbbell and earable) have
high correlation value over 0.71.

To automatically classify the correct and incorrect pairs, we
train a Random Forest classifier and evaluate the performance
using 10-fold cross validation. We obtain an accuracy of 83%
in identifying the correct pair. Upon analyzing the incorrectly
classified instances, we gather two insights: (i) several of the
mis-classified instances belongs to the sets where both sub-
jects were concurrently performing the “same” exercise and
(ii) sets of biceps curls and lateral raise exercises (which in-
volve limited head motion) have comparatively more number
of mis-classifications.

Performance of Identifying Exercise Performed
We next evaluate the accuracy of classifying the 8 exercises
(dumbbell and machine exercises) from a total of 144 sets
of exercise data collected. We have a balanced set of data
as we collected equal number of sets for each exercise. We
then perform 10-fold cross-validation and report the average
performance metrics in Table 1, for a number of machine
learning algorithms in Weka.

We observe that the highest performance is obtained with a
Random Forest classifier, with an average accuracy of 92.9%,
precision of 0.93 and recall of 0.929 in classifying the 8
exercises. On inspecting the confusion matrix (see Figure 5),
we found that the classification errors occurred primarily for
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Figure 4: Scalogram of Dumbbell (left) and Ear-
able (right) signal for Side-Bend

Accuracy Precision Recall
Naive Bayes 79.23% 0.792 0.79
Random Forest 92.94% 0.93 0.929
Decision Tree 83.98% 0.84 0.84
SVM 71.04% 0.71 0.71
Logistic 72.98% 0.73 0.73

Table 1: Exercise Classification accu-
racy using different machine learn-
ing algorithms

Figure 5: Confusion Matrix of Exer-
cise Classification with RF Classifier

the following exercises: triceps pushdown & biceps curls

(dumbbells) and bent over side lateral (machine), which has
comparatively lesser head movements involved.

We next investigate the performance of exercise classifi-
cation when only either of the dumbbell or earable sensor
data is used to train the model. We obtain an average accu-
racy of 85.20% and 54.58% by considering only dumbbell or
only earable data, respectively. Although the average accuracy
obtained with earable is quite low, we observe that classifi-
cation of certain exercises (e.g., lunges, side bend) achieves
a higher precision of ⇡ 0.78 with earables. This shows that
combining both dumbbell and earable data helps to increase
the performance of classifying exercises.

5 DISCUSSION
Our initial results are promising, but admittedly based on
a small scale study conducted with only two users. Further
extensive studies with a larger population and more number
of people exercising simultaneously needs to be conducted
to validate our approach. There are several other aspects and
open questions that we are actively pursuing to make this
vision an eventual reality.
Real-time audio feedback: Providing personalized feedback
on the exercise progress and correctness could help improve
exercise effectiveness as well as retain motivation to continue
exercising. Prior studies [10] have reported that “auditory
feedback” is ranked top among feedback features based on
a review of physical activity apps. Based on real-time sens-
ing and analysis of the multi-modal sensor data, we intend
to provide incremental feedback in the form of short audio
instructions or “beep” sounds, based on the performance and
progress of users. The system could also provide positive,
motivating feedback after completing each exercise set and at
the end of the gym workout for the day. Motivated by prior
work [12], we shall also investigate if we can use music to
regulate the ‘exercise tempo’ of users.
Integrating physiological sensor data: Besides inertial sen-
sor data, additional physiological signals (e.g., heart rate or
breathing rate) from earables may enable more sophisticated
monitoring or intervention strategies. For example, the physi-
ological data could reveal the user-perceived intensity of the

current exercises and enable the delivery of appropriate cor-
rective feedback–e.g., alerting the user to slow down if the
heart rate exceeds the maximum active heart rate. More inter-
estingly, such physiological signals may provide additional
temporal markers for better matching of {earable-dumbbell}
pairs, especially for exercises with imperceptible head motion–
e.g., if the inhalation/exhalation times match with the exercise
repetition dynamics.
Robust and generalized pairing: We will need to extend
our ‘matching’ technique to scenarios with a larger number
of concurrent users. Moreover, we would have to incorporate
practical situations where all exercising individuals may not
be wearing earable devices–in such cases, we would obtain M
earable and N dumbbell sensor streams (M < N ). To tackle
such scenarios, we plan to first assign ‘confidence scores’ to
different {earable-dumbbell} pairs, and then apply inexact

bipartite matching techniques to improve the association of
users to specific exercise equipment.
Extending to other exercise types and scenarios: In this
work, we focus only on weight training exercises (both free-
weights and machine weights). However, we believe that the
ear-worn sensing platform can be used to monitor other types
of gym exercise (e.g., cardio, body-weight exercises) and
other outdoor exercises or sports. Additionally, the proposed
approach of real-time sensing of activities and bio-signals
using in-ear sensors can also be extended to other lifestyle
activities such as monitoring cognitive state and well-being
of people in office environments.

6 RELATED WORK
We highlight recent work on monitoring gym exercises, as
well as work that is most closely related to our vision of using
ear-worn sensors for activity recognition.
Pervasive Monitoring of Gym Exercises: In the recent years,
several commercial mobile applications (e.g., Trackmyfit-
ness4, JEFIT5 and wearable devices (e.g., Apple Watch, Nike
Fuelband) have spawned in the fitness space with the goal
to digitally track and encourage physical activity among in-
dividuals. However, a review of such physical activity apps
4Trackmyfitness– http://trackmy.fit
5JEFIT– https://www.jefit.com/

http://trackmy.fit
https://www.jefit.com/
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found that only 2% provided evidence-based guidelines for
gym exercises training and people find it not helpful [9].

Existing pervasive technologies for providing quantified
insights into an individual’s gym activity rely primarily on
on-body wearable devices (e.g., [4, 11]) and video-based sens-
ing [8, 16]. However, each of these approaches have different
drawbacks such as usability concerns with wearables and the
reluctance to wear such additional devices while exercising
in gym, the overly intrusive nature and privacy concerns asso-
ciated with videos. Guo et al. [7] uses Wi-Fi CSI information
to analyze workouts within a home/work environment. How-
ever, WiFi-based systems may not work in a multi-user gym
environment and in non line-of-sight scenarios. We believe
that earables present a compelling alternative because of its
form-factor as well as the wide use of earphones by exercisers
during gym activity. The FEMO [5] system and the recently
proposed JARVIS system [13] rely on the idea of attaching
sensors to exercise equipment (dumbbell or weight machine)
to track various aspects of specific class of gym exercises.
In our work, we propose a hybrid approach of combining
sensor data from earables as well as equipment attached sen-
sor device to obtain accurate and fine-grained tracking of the
exercises performed in a gym.
Ear-worn Sensing for Activity Recognition: While prior
works have explored the use of microphones in ear-worn de-
vices to capture chewing sounds [1] and eating episodes [3],
not many has explored the use of inertial sensors on ear-worn
devices for complex activity recognition. Atallah et al. [2]
proposed using an ear-worn accelerometer for gait monitoring
while exercising on a treadmill. Nirjon et al. [12] proposed
the ‘MusicalHeart’ system which uses a sensor-equipped ear-
worn device that monitors heart rate and provides music rec-
ommendation based on user’s activity levels. Gil et al. [6]
developed a prototype of an ear-worn device that can measure
cardiovascular and sweat parameters during physical exercise.

7 CONCLUDING REMARKS
In this work, we have introduced a vision of using ear-worn
devices as the preferred, mass-market wearable platform, for
both (a) individualized, fine-grained monitoring of gym ex-
ercise activities, and (b) subsequent real-time, context-aware
feedback on exercise dynamics. As exercise-driven motion
signals are often too weak to be distinctly captured by a
earable device, we propose a novel, hybrid architecture for
multi-user gym environments, where joint statistical analysis
of equipment-mounted IoT and earable sensor data are used
to match individuals to specific gym equipment. We showed
that, in spite of the significant signal dampening on the ear-
able, it is possible to extract salient frequency components
of exercise-related motion, and that there exists strong corre-
lation (> 0.71) between the relevant earable and equipment

features. Early experimental results suggest that such corre-
lation can be used to accurately identify (user, equipment)
pairings among current users (83% of such pairings were cor-
rectly identified). Furthermore, the combined inertial signals
from ear-worn and equipment-mounted sensors can be used to
classify exercises (from among 8 distinct choices) with 92%
accuracy, a notable improvement over the accuracy achieved
from either device alone.
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ABSTRACT
This paper shows that inertial measurement units (IMUs)
inside earphones o�er a clear advantage in counting the
number of steps a user has walked. While step-count has
been extensively studied in the mobile computing commu-
nity, there is wide consensus that false positives are common.
The main reason for false positives is due to limb and de-
vice motions producing the same periodic bounce as the
human walk. However, when IMUs are at the ear, we �nd
that many of the lower-body motions are naturally “�ltered
out”, i.e., these noisy motions do not propagate all the way
up to the ear. Hence, the earphone IMU detects a bounce
produced only from walking. While head movements can
still pollute this bouncing signal, we develop methods to
alleviate the problem. Results show 95% step-count accuracy
even in the most di�cult test case – very slow walk – where
smartphone and �tbit-like systems falter. Importantly, our
system STEAR is robust to changes in walking patterns and
scales well across di�erent users. Additionally, we demon-
strate how STEAR also bring opportunities for e�ective jump
analysis, often important for exercises and injury-related
rehabilitation.

1 INTRODUCTION
Step-counting has been an important primitive for the mo-
bile/wearable industry, including smartphones, smartwatches,
�tbits, arm-bands, etc. Applications have used step-count to
derive statistics like calorie burnt, exercise tracking, activity
loggers, and even gait analysis for post-injury rehabilitation.
Yet, there is wide agreement that step-count is still not accu-
rate; random actions of the leg and hand lead to over/under
estimates. For instance, shaking one’s leg while seated can in-
crement the step counter, as could playing drums, ping-pong,
or video games.

The problem of accurate step-counting with IMUs is non-
trivial. Brie�y, the human body bounces as a user walks and
this bounce manifests into a periodic sinusoidal signal in the
IMU’s accelerometer. Step count is essentially the frequency
(or the number of peaks) of this sinusoidal signal. In reality,
however, various other motions of the human body (and the

device) get added to the IMU measurements, polluting the
sinusoid, or injecting spurious periodicity even when the
user is not walking. Hence, the technical challenge lies in
continuously identifying and �ltering out these pollutions,
while robustly adapting to the user’s variations in walking
patterns. For instance, a user may walk di�erently during
a stroll on a beach, during a walk to the o�ce, while walk-
ing down the stairs, or when tipsy from an evening party.
Quickly recognizing these unseen patterns, and yet, �lter-
ing out false positives, is a di�cult problem. Finally, the
IMU itself is cheap, hence noisy, adding an extra layer of
complexity to signal processing.

With IMUs becoming popular inmodern earphones, a natural
question is: does motion tracking in general, and step counting
in particular, bene�t from IMUs placed at the ear? This paper
�nds that while tradeo�s exist, the net outcome is favorable.
In particular, the bounce of the human body during a walk
gets re�ected at the earphone’s IMU, but the randommotions
(of the leg and hand) get �ltered out to a large extent. Said
di�erently, the sinusoid from human walking emerges as
a cleaner signal when measured from the ear. Of course,
the head motions can still pollute the sinusoid, however,
the head’s movements are generally more constrained, and
mostly rotations (as opposed to linear motions). All in all, the
net IMU signal lends itself well to signal processing, resulting
in robust step-count estimation.

Of course, translating the core opportunity into a robust
system entails 2 key challenges. (1) The orientation of the
earphone can vary as the user moves her head. If this ori-
entation is not tracked continuously, the IMU data will not
project correctly to the global reference frame (explained
later), ultimately derailing the step counting system. (2) The
bouncing motion varies over di�erent sessions, and even
within a session, the signal shape can change. Standard peak
detector techniques falter because spurious spikes or �uctu-
ations causes peak counts to get incremented. Filtering the
signal around walking frequencies is di�cult since the walk-
ing frequency is not known a priori. Any attempts to predict
this frequency makes the system less robust to variations.



In coping with these challenges, our system STEAR adopts
simple but scalable methods. For orientation, we continu-
ously integrate the gyroscope to compute the 3D projection
matrix from the local to the global reference frame. Since hu-
man head motion is only rotations, such a gyroscope based
scheme is su�cient. Once the 3D orientation is known, the
accelerometer data is projected on to the global frame. Then,
instead of peak detection, we apply a dynamic time warping
(DTW) based scheme to cope with signal shape variations,
and potential spurious �uctuations. Of course, some degree
of pre and post processing is performed on the signal to
ultimately extract the step count of the user.

We implement STEAR on Nokia’s ESense earbuds [4], embed-
ded with an IMU. The IMU samples at the highest supported
sampling rate of 100Hz. We ask 7 users to walk in normal
modes. We also ask users to perform activities such as jumps
and skips. Our evaluation reveals the following:
• STEAR measures very slow steps with � 95% accuracy,
typically a hard problem on phones and watches.

• Earphones are as good, if not better than smartphones in
calculating steps in other modes of walking.

• Earphones measure jumping characteristics better using
unique properties like a trail of zero-acceleration while a
person is in free fall. Smartphones are subjected to noise due
to relative jitters and friction with pants and bags, ultimately
a�ecting the jump analysis.

In sum, the contribution of this paper may be summarized as
follows: we show a natural opportunity that human walking
motion is better re�ected in earphones, and we design a system
to harness this opportunity, ultimately resulting in a robust
step-counter and jump detection method for earphones.

The rest of the paper expands on this core contribution, start-
ing with some ground measurements, followed by system
design, evaluation, and conclusion.

2 GROUNDMEASUREMENTS
This paper builds on the premise that IMUs on earphones are
less impacted by noise and arbitrary limb motions compared
to IMUs in smartphones, wrist-bands, and smartwatches.
Figure 1 visually illustrates the motion trajectory of the head
during a walk – this trajectory mimics a sinusoid. To verify
whether a real IMU measures a sinusoid as well, we record
IMU acceleration from a earbud and a phone during a normal
walk. Their time and frequency representations are shown
in Figure 2(a)-2(d). Evidently, earbuds exhibit much cleaner
measurements in comparison to a relatively spread-out and
noisy spectrum in phone’s IMUs. The frequency spectrum
also shows a clearer peak for ear IMUs compared to a mix of
comparably strong frequencies for phones.

Figure 1: Sinusoidal motion of a head during walk
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Figure 2: Acceleration (a) as recorded from phone (b) spec-
trum at phone (c) as recorded from earable (d) spectrum at
earable.

Next, we study the IMU’s signal-to-noise ratio (SNR) across
di�erent body locations and activities. SNR here is de�ned in
terms of the ratio of signal power during a period of activity
to the power of the noise during a time segment before the
activity. Figure 4 shows the results. The participant walked
slowly, normally, and ran for the third session; he wore a
earbud on the ear, and carried a smartphone in hand and
another in the pocket. Evidently, earbuds exhibit an advan-
tage over the phone in the studied scenarios. These form the
basis for a robust physio-analytics framework, developed in
the rest of the paper.

Walking Pa�ern Variations
Figure 5(a) and (b) plot the time domain IMU data frommulti-
ple walking sessions – the former is from smartphones while
the latter is from earbuds. The multiple lines in each graph
are from di�erent users. Clearly, smartphones show more
variations, suggesting extraneous pollutions from di�erent
parts of the lower body. In contrast, earbuds are consistent,
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Figure 3: System Architecture for Step Counting
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Figure 4: SNR at Esense and phone for di�erent activities

again due to the e�ects of natural �ltering. This further en-
dorses the opportunity of robust step counting with earable
IMUs.
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Figure 5: Comparing templates of steps for di�erent users
(a) IMU in phone placed in pocket, (b) IMU in earbud.

3 STEAR: SYSTEM DESIGN
STEAR has two modules: (1) a step counter that remains
always ON, and (2) an exercise analytics module that is acti-
vated on-demand. We �rst describe the pipeline for counting
steps, followed by methods for basic exercise, speci�cally
jump analysis. Both these are simple and lightweight, lend-
ing themselves well to on-device, real-time processing, even
on a small earable platform.

Step Count
Figure 3 shows the processing pipeline for the proposed step
counter, composed of the following modules:

⌅ Pre-Processings: Signal pre-processing mainly includes
cancelling the bias in the gyroscope. Bias in gyroscope read-
ings gets magni�ed after integration and a�ects the projec-
tion matrix to be discussed next. STEAR identi�es when the
device is static1, and during this static window, computes
the average of the gyroscope readings. If the readings are
only due to (zero-mean) noise, the average should tend to
zero. However, if the gyroscope exhibits a bias, it should be
revealed here as a DC value. We subtract this average value
over subsequent measurements, thereby compensating the
bias. Clearly, larger the static window, better is the estimate,
and we use many minutes for averaging.

⌅ Global Projection: IMU sensors report readings in its
local reference frame. However, to understand motion trajec-
tories like the one in Figure 1, the data needs to be projected
to the global framework. This is because as the device moves,
the <X ,Y ,Z> coordinates are constantly changing/rotating,
and the IMU measures the acceleration with respect to its
instantaneous <X ,Y ,Z> axes. To explain with an analogy, an
IMU is like an airplane passenger who is able to tell that the
plane is accelerating “forward” or taking a “left” turn (i.e.,
in her instantaneous <X ,Y ,Z> axes), but it is hard for the
passenger to track the plane’s trajectory on the global world
map. To track global movement, the IMU’s orientation needs
to be constantly rotated to keep the plane horizontal and
moving North, and the acceleration needs to be measured in

1This is not di�cult and is performed by checking if the magnitude of the
acceleration is same as gravity.
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this �xed global orientation. Said di�erently, the acceleration
needs to be projected to this global 3D orientation.

STEAR performs this projection by integrating gyroscope
data to estimate global orientation (a standard process in lit-
erature). Since gyroscopes drift, we reset it at static instants.
As before, static instants are detected when the earphone’s
acceleration equals gravity and gyroscope measures zero
readings (or just noise).

Let’s denote the local accelerometer reading at static points
as vector alocal = [a1,a2,a3]. We �nd a rotation matrix R,
which rotates alocal to a�lobal = [0, 0,�]. Note that R is not
unique, because we did not specify the horizontal rotation.
However, this will not cause a problem because we only care
about vertical movements. After that, for each gyroscope
reading at time ti , we constantly apply delta rotation matrix
�Ri , representing the delta rotation from time ti to ti+1, to
the original rotation matrix R to give the projection for each
time stamp afterwards.

⌅ Filtering: Although earable IMUs o�er better SNR, �lter-
ing can still be useful. Given that pollutions from some head
motions are possible, we can still eliminate them since they
are at low frequencies. We apply both low and high pass
�lter (using moving averages).

⌅ Step Segmentation and DTW matching: Traditional
smartphone-based step counting uses peak detection on the
accelerometer data. Given the diversity of gaits and smart-
phone placements, it is hard to separate peaks from walking
steps, and those from (unrelated) limb or device movements.
This causes errors in today’s counters. With head motion, on
the other hand, the peaks are cleaner and thereby lends itself
to matching against a walking template. Of course, there is no
global template since humans walks with di�erent step lengths,
frequencies, and sways. Nonetheless, these variations can be
modeled as a compression or expansion of a simple walking
template. This protect the step-counter from detecting spu-
rious peaks and noisy false positives, while being robust to
variations in walking patterns. To this end, the measured
acceleration is �rst normalized based on the amplitude, and
then matched with the template using a dynamic time warp-
ing (DTW) algorithm. DTW accommodates the variations
of walks while detecting the peaks quite accurately. Impor-
tantly, no training is necessary.

⌅ Anomaly (Step or Not) Filter and Counter: We set a
threshold on the DTW score to determine whether a po-
tential step is an actual step or not. The threshold is set
as two-thirds the standard deviation of all the DTW scores
from a recent period of walking. This is of course a heuristic,
however, results show that it adapts to changes in walking

patterns. If one intends to reduce false positives (but can
tolerate false negatives), the threshold can be increased.

Exercise Analytics: Jump Measurement
We focus on only one instance of exercise analysis: jumping.
How high a user can jump is an important metric for various
health checks [6]. Earphone IMUs o�er an opportunity since
it is �xed at the ear and does not jiggle/jitter like a phone in
a pocket. Even smartwatches show some vibration since it
is not tightly worn on the wrist, and the user would move
her hands during the jump.

We propose to measure jump-height by observing that the
accelerometer reads ZERO when the user is o� the ground
(see Figure 6). This is because the accelerometer actually
measures the reactive force on the body, which is 0 after the
feet leave the ground. This yields the exact start and end
time of the jump, and applying basic physics and kinematics
during this time window, we expect to calculate the height.
This avoids the need to do double integrate the accelerometer
(which results in a poor estimate due to noise integration).
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Figure 6: Jumping analysis: 3 stages. Accelerometer reading
is 0 when the user is in the air.

⌅ Jump Height Calculation: We detect jumping by set-
ting a threshold � , slightly above zero. When the accelerom-
eter reading is < � , we believe the user is in air. Denoting t as
the total time in air, and the rise/fall movement is symmetric
in time (i.e., t/2), we calculate the jump height simply as
h = 1/8�t2, where � is known acceleration due to gravity.

4 IMPLEMENTATION AND EVALUATION
STEAR is built using onboard IMU of an Esense [4] earbud
from Nokia. The IMU data stream, sampled at 100 Hz, is
recorded through an Android application, nRF Connect by
Nordic Semiconductor [7], and piped toMATLAB. The smart-
phone baseline result is obtained from OnePlus 3T smart-
phones running 3 most popular step counting apps, down-
loaded from the Android Play Store.
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Figure 7: (a) Acceleration spectrum across walkingmodes. (b) Time domain, �ltered, signals for walkingmodes for same user.

Step Count
Four sets of experiments were performed with the partici-
pants wearing Esense on the ear and carrying smartphones
in their pockets and hands. Participants were requested to
walk in 4 modes: (a) very slow, (b) slow, (c) normal and (d)
run. Figure 7(a) shows that the earbud captures the shift in
the peak frequency with increasing walking speed. Figure
7(b) also visualizes the time-domain signals, showing the
variations possible for the same person.

⌅ Very slow walk: It is crucial to be able to track very slow
steps for assisting medical recovery in patients, older adults,
and for slow walks inside houses or in beaches. Many prior
work [2]-[5] report that traditional equipment and applica-
tions are inaccurate for adults walking at a speed of <0.9
m/s. Figure 8 veri�es this result – smartphone miss most of
the instances of slow walks since the peaks are buried under
noise and random limb motions (since the peak amplitudes
are weak for slow walks). With STEAR, due to of high SNR
and nearly sinusoidal observations at earbuds, we are able
to achieve higher accuracy in step-count. Figure 8 shows
the comparison. We tracked 3 users moving very slowly and
taking small steps, emulating walking old adult or patients.
STEAR achieves accuracy >97% – 49 out of 50 steps – while
smartphones under-counts as 5/50.

⌅ Slow walk: Slow walk corresponds to small and low-
speed steps which we usually take while moving inside the
home or while talking to a friend or while moving in groups.
We tracked 3 users moving slowly and taking small steps,
emulating such slow walks. We are able to achieve an accu-
racy of >98% on average. Tracking such steps is important
for applications like indoor localization [9], where GPS like
capabilities are unavailable, and pedestrian dead-reckoning
is a candidate solution.

⌅ Normal walk: A typical walk produces promising SNR
which re�ects in near-perfect, >99%, accuracy. Of course,
this is the reason phones and watches perform quite well

since the peaks from each step rise above the noise �oor.
Several apps are tuned to identify this mode of walking.

⌅ Running: STEAR is able to count running steps with
high accuracy as well. Figure 7(b) shows that there exists
an opportunity of exploitation here, in the form of counting
number of �� + � acceleration points. In other words, when
the runner’s legs both are o� the ground, the IMU acceler-
ations shows an instantaneous ZERO measurement, which
precisely counts the number of steps. Thus, large random
hardware noise is the only reason to mis-count steps during
running.
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Figure 8: Steps counts under di�erent walking modes

We observe that when a user has a phone in his hand and
walks with a typical gait, both earbuds and phones perform
equally well, as shown in Figure 9, and achieve near-perfect
accuracy. But walking with the phone in pockets – both
left-pocket (LP) and right-pocket (RP) – or playing with it,
leads to over-estimation of step-counts.

⌅ Jumping: Medical practitioners suggest numerous styles
of jumping for recoveries [6]. As shown previously in Figure
6, our evaluation suggests that we can exploit models of
jump to �nd out instants of (a) rising up for the jump (smaller
peak), (b) landing back on the ground (larger peak) and (c)
time spent in the air (based on zero acceleration). Naturally,
it is possible to count number of jumps with near-perfect
accuracy. Also, the height of a jump, given by �t2/8, can be
calculated from the length of the horizontal line between
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Figure 10: Jump height compensation as per shoe lift

Table 1: Jump height estimation

Trials 1 2 3 4 5

Actual height (cm) 21 20 17 19 20
Calculated height (cm) 20 21 15 17 18

rising and landing. This unique opportunity, a long run of 0
acceleration, can be exploited to identify jump from a series
of activities as well. But we needed to compensate for, hl i f t ,
the height of the heel when toe lifts o� from the ground
because acceleration goes to 0 only when the whole body
is completely in air (see Figure 10). STEAR measures jump
height with an error of +/�2cm while the count of jumps is
accurate to the ground truth, as presented in Table 1.

5 RELATEDWORK
Wearables based step counter: Step counters are nothing
new and have been implemented on a lot of mobile/wearable
devices. The technique is not di�cult, but it can su�er from
errors. According to a recent measurement study [1], there
is an 18.48% error in step counting over a 24-hour free-living
period. Our work with an accuracy of > 95% provides a new
opportunity to do better step counting in daily life.

Jumpanalytics using inertial sensors: There are an abun-
dance of work that tracks various kinds of human motion,
[6], MUSE [8] and SensorTape [3], to name a few. The closest
to our work is [6], where they also calculate jump height
using IMUs. However, the use of double integration to get
vertical displacement, is subjected to noise. Our method,

which explores the opportunity where acceleration equals
to zero, is much more robust.

6 CONCLUSION
This paper shows the promise of robust step counting through
ear mounted IMUs in modern earphones. The core oppor-
tunity emerges from the observation that the human body
serves as a natural “�lter”, eliminating the noisy movements
and only allowing certain walk-related vibrations to prop-
agate up to the ear. We conjecture that this is due to the
anatomical structure of the body – the joints in the skele-
tons and the muscles and tissues – which absorbs higher
frequency movements, however, understanding the reasons
for such �ltering is a topic of study in another �eld (e.g.,
kinesiology). We bene�t from this natural opportunity by
demonstrating that physio-analytics can be improved with
earables, not only in robustly counting steps but also in
measuring the height of human jumps. Our ongoing in-
vestigation is focussed on further improvements to sensing
these actions, and exploring other unique motion-related
opportunities from earable IMUs.
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ABSTRACT
Bruxism is a jaw-muscle condition characterized by repeti-
tive clenching or grinding of teeth. Existing methods of de-
tecting jaw clenching towards diagnosing bruxism are either
invasive or not very reliable. As a �rst step towards building
a reliable, non-invasive and light weight bruxism detector,
we propose an eSense based in-ear inertial jaw clenching
detection technique that detects peaks/dips in gyroscope
vector magnitude. We also present results from preliminary
experiments that show an equal error rate of 1% when the
person is stationary and 4% when moving.
ACM Reference Format:
Siddharth Rupavatharam and Marco Gruteser. 2019. Towards In-
Ear Inertial Jaw Clenching Detection. In 1st International Workshop
on Earable Computing (EarComp’19), September 9, 2019, London,
United Kingdom. ACM, London, UK, 2 pages. https://doi.org/10.
1145/3345615.3361134

1 INTRODUCTION
The term bruxism is derived from the greek word brychein
meaning to grind or gnash teeth. More formally, according
to F. Lobbezoo et. al. [2], "bruxism is de�ned as a repetitive
jaw-muscle activity characterized by clenching or grinding of
the teeth and/or by bracing or thrusting of the mandible (jaw
bone). Bruxism has two distinct circadian manifestations: it
can occur during sleep (indicated as sleep bruxism) or during
wakefulness (indicated as awake bruxism)". Bruxism also does
not occur when a person is chewing or swallowing and hence
is clearly distinct from jaw movements made to ingest food.
Bruxism a�ects the quality of life of a person by mani-

festing in the form of pain in the jaw, face and head, den-
tal problems such as tooth wear and reducing lifespan or
wearing down of dental restorations. Present methods of
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Figure 1: Temporomandibular joint (TMJ) and ear-bud dis-
placement

detecting bruxism are through the use of questionnaires ,
clinical evaluations , inserting intra-oral splints, measuring
jaw muscle electromyograph or by polysomnography [3].
Splints, electromyography and polysomnography use sen-
sors that are bulky and invasive and hence in�uence the
jaw clenching and grinding patterns. Questionnaires and
clinical evaluations are less accurate because they depend
rather heavily on patients’ replies to a subjective survey or
the detection itself is not entirely reliable. Hence, there is
a need for a non-invasive, lightweight and reliable way to
detect grinding and jaw clenching as a �rst step towards a
bruxism detection method.

To address this need, this paper presents an in-ear inertial
jaw clenching detection technique and a preliminary evalua-
tion on the eSense platform [1]. In-ear sensing allows jaw
clenching data to be collected ambiently and deployment is
as easy as using ear-buds to listen to music while performing
daily activities.

2 DETECTION TECHNIQUE
The observation that enables detection of jaw clenching is
that the temporomandible joint (TMJ) is the place where the
mandible (jaw bone) meets the temporal bone (on the skull)
and the joint is located very close to the ear canal as shown
in Fig. 1, hence when the jaw is clenched, the movement
of the mandible can be detected through the ear canal. A
unique advantage is that both the right and left joints on the
jaw bone move together and not independently. Hence, jaw
movement can be detected equally in both ears from inside
their respective ear canals.
Information regarding the amount of movement of the

mandible can be obtained when a person wears ear-buds,
such as the eSense, which house an inertial measurement
unit (IMU) containing an accelerometer, gyroscope and given
that the ear-buds can be inserted su�ciently deep into the

https://doi.org/10.1145/3345615.3361134
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(a) Gyroscope data - stationary case (b) Detections - stationary case (c) Gyroscope data - mobile case (d) Detections - mobile case

Figure 2: Gyroscope magnitude data and detection of jaw clenching

ear canal. This is because, when the mandible moves up
(clenching) and down (relaxing), it creates small depressions
in the ear canal which physically displace the ear-bud by
small amounts. By observing the amount of displacement
and when it occurs, jaw clenching can be detected.

Detection algorithm: Two separate algorithms (peak
and dip detection) are used on collected gyroscope mag-
nitude data to detect jaw clenches. Jaw clenches are seen as
peaks in gyroscope magnitude data as shown in �gure 2(a)
in the stationary case. The peak algorithm averages gyro-
scope magnitude values over a window and compares them
to a threshold thr , representing a minimum de�/s . If average
window values are greater than thr , a jaw clench is detected
as shown in �gure 2(b). When the head is in motion, jaw
clenches are seen as dips that occur in peaks due to the mo-
tion in gyroscope magnitude data as shown in �gure 2(c).
We explore a separate dip algorithm for this case that aver-
ages gyroscope magnitude values in a window and compares
them to a threshold window thrW in, representing a range
(i.e.,upper�lower value) inde�/s). If average window values
fall within this range, a jaw clench is detected as shown in
�gure 2(d).
3 EVALUATION
Evaluation is performed for two cases:

(i) Stationary case, when the subject is stationary (i.e.,
lying down or sitting up but not moving) and only clenches
their jaw tomimic sleep bruxism, and (ii)Mobile case, when
the subjects head is mobile (i.e., working at a desk, looking
around, gentle head movements) and clenches their jaw to
mimic awake bruxism.
All experiments were performed by a single participant.

Each set of experiments was conducted in a window of one
minute to reduce IMU sensor drift. The participant was asked
to clench his jaws for a duration of 2-3 seconds, every 10
seconds. The experiment was repeated �ve times, to generate
total data of 50 jaw clenches per case. The accelerometer in
the ear-buds was calibrated to 0g, 0g and -1g on the X, Y and
Z axes respectively and the three gyroscope axes to 0 deg/s
by placing on a stationary, �at surface. All collected data
was passed through a 2 Hz lowpass �lter and then through a
peak/dip detection algorithm depending on the case.

Figure 3: Accuracy in detecting jaw clenching

The detection accuracy is shown in �gure 3. The area
under curve (AUC) is 99.40% with an equal error rate (EER)
of 1% for the stationary case and AUC of 97.66% and EER of
4% for the mobile case.

4 CONCLUSION
In this paper we introduce a novel ear-buds IMU based tech-
nique to detect jaw clenching (that might be due to sleep
or awake bruxism). In preliminary experiments, the equal
error rate of detection is 1% and 4% for a stationary and
moving subject, respectively. While these results still need
to be validated in a longer study with multiple participants,
we believe that these results represent a �rst step towards a
more reliable, non-invasive and light weight bruxism detec-
tor through in-ear inertial sensing.
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ABSTRACT
This paper seeks to explore the possibilities in earable com-
puting with a case study of acoustical manipulation in a
walking blindfold scenario. In human locomotion, veering
often occurs while walking, especially within the absence of
visual cues. We investigated the e�ect of acoustical manipu-
lation with eSense on both Subtle and Overt conditions by
conducting a series of experiments. The results showed that
our acoustical manipulation reduced deviations in walking
straight in the case of both Subtle and Overt conditions. We
highlight one future direction for earable computing.
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1 INTRODUCTION
People often wear earbuds while sitting on a chair, walking
on the street, or even driving a car. Thanks to the advance-
ments in technologies, earbuds are becoming smarter. Some
can connect with a smartphonewirelessly, havemicrophones
to communicate with a virtual assistant (e.g., Siri, Alexa, and
Cortana), have touch detection to control their function-
alities, and have an embedded proximity sensor to detect
whether a user placed the earbud into their ear or not.

The concept of earable computing is beyond that. The
concept assumes earbuds (and other earable devices) are
wearable computers that have built-in sensing functionalities
aswell as processing capabilities. eSense is one of the tangible
implementations of an earable device [5]. Here, a 6-axis IMU,
a microphone, a battery, and speakers are embedded into
earbuds with wireless connectivity. Each earbud is as small
as commercial ones. Since eSense has a 6-axis IMU (3-axis
acceleration and 3-axis rotation), it enables us to measure
the head movements of a user and to utilize them for user
interaction.
To seek the possibilities of earable computing, we tackle

acoustic manipulation when walking blindfolded. In human
locomotion, veering is often associated with walking in the
dark, in heavy rain/snow or in a crowd. That is to say, veering
occurs when visual cues are absent as in cases of reduced
visibility. Kallie et al. addressedwhether the source of veering
in the absence of visual and auditory feedback was better
attributed to errors in perceptual encoding or to undetected
motor errors [4].
We assume that we can change the walking direction of

a walker by playing a cue such as three-dimensional au-
dio with earable devices. There are few studies on acoustic
manipulation while walking blindfolded. Millar studied the
e�ects of sound and posture cues on veering [7]. Feigl et al.
found that applying a loud noise could make people veer [1].
Although these mainly lean toward visual stimulation,

the techniques that manipulate the walking route in the
virtual environment are called redirected walking (RDW) [8].
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Suma et al. presented a taxonomy that categorizes redirection
techniques according to their geometric �exibility versus
the likelihood that they will be noticed by users [11]. The
techniques are divided into two types of noticeability to the
user: Subtle and Overt.

In this paper, we further investigate the e�ect of acoustical
manipulation with both Subtle and Overt conditions, accord-
ing to Suma et al.’s taxonomy [11]. In order to investigate the
e�ects of acoustical manipulation, we conducted a series of
experiments. We also discuss the future direction of earable
computing.

2 RELATEDWORK
The concept of manipulation of direction while walking is
related to redirected walking (RDW) [8], which allows users
of virtual reality applications to explore virtual environments
larger than the available physical space. This is achieved
by manipulating users’ walking trajectories through visual
rotation of the virtual surroundings, without users noticing
this manipulation [9].

Since virtual reality technologies with head-mounted dis-
plays (HMD) have become widespread at the consumer level,
a number of studies on RDW have been conducted. Razzaque
et al. interactively rotated the virtual scene as the user walked
about in the real world with an HMD. They reported that
RDW causes people to change their real walking direction
without noticing it [8]. Ishii et al. used visual processing on
images displayed on a HMD. The system consists of a camera
and a HMD and works as a video see-through. The system
superposes a visual illusion onto the raw video images to ma-
nipulate walking direction. Their experiment revealed that
their system could change the walking paths of participants
by approximately 200 mm/m on average [3].
The intensity of veering manipulation is bounded by its

corresponding detection threshold of humans. Steinicke et al.
and Grechkin et al. reported the radii of threshold curvatures
as 22 m and 5 m, respectively [2, 10].

Matsumoto et al. used visio-haptic multimodal interaction
by employing a curved physical wall on the side of a user
and revealed that they could reduce the radius of threshold
curvatures as 2.5 m [6]. Their work showed possibilities that
multimodal manipulation such as visual and tactile, or visual
and audio, can reduce the radius of threshold curvatures in
RDW.
Although visual stimulus causes people to change their

real walking direction andmultimodalities have the potential
to increase the e�ectiveness in RDW, there are fewer studies
on acoustical manipulation while walking blindfold. Millar
studied the e�ects of sound and posture cues on veering from
the target with young blind children [7]. Feigl et al. found
that applying a loud noise can make people veer [1].

We further seek the e�ect of acoustical manipulation in
this paper. We use eSense, wearable smart earbuds that are
capable of sensing the orientation of the user’s head, and play
a sound while people are walking blindfold, with both Subtle
and Overt conditions (c.f. [4]) to manipulate the direction of
walking.

3 ACOUSTICAL MANIPULATIONWITH ESENSE
To investigate the e�ect of acoustical manipulation in walk-
ing blindfold on both Subtle and Overt conditions, we imple-
mented a simple audio feedback system. The system plays
two types of sounds with a three-dimensional audio tech-
nique.

A user of the system wears the earbuds on both ears and
hears three-dimensional sounds via the earbuds. The three-
dimensional sound is played via a virtual speaker. That is, if
the virtual speaker is placed on the right side of the user, the
user will notice that the audio is played from the right side.

Figure. 1 shows the position of our virtual speaker. We
placed the virtual speaker at a 1.0 m distance from the user’s
head. Feigl et al. used a virtual speaker technology as well
and reported that a 1.0 m distance is optimal [1]. First, the
speaker will be located straight ahead of the user’s head.
When hir head rotates clockwise with angle � , the speaker
will keep its distance with 1.0 m, but it will be located with
�� (counterclockwise) from the direction of the face (see
Figure. 1). Formally, the location of the speaker can be cal-
culated with speakerx = rcos� , speaker� = rsin� where r is
radius (= 1.0m) from the origin (i.e., position of the head), � is
rotation of the head (clockwise), and speakerx and speaker�
are calculated position of the speaker. Figure. 2 indicates a
sample route and calculated positions of the virtual speaker.

1.0 m
θ

Position of 
Virtual Speaker

Head Rotation

Head Orientation
(Origin)

Figure 1: Acoustical manipulation with a virtual speaker.
The virtual speaker �rstly located at 1.0 m ahead of the ori-
gin of the head.
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Goal

Deviation

Figure 2: The virtual speaker (indicated as a gray circle with
a dotted line)�rstly placed at the front of the users head. The
position of the speaker will change according to the rotation
of the user’s head.

Figure 3: A person wearing a blindfold, earbuds, and eSense.

Implementation
To implement the system, we used a blindfold, a pair of wire-
less earbuds (Powerbeats Pro), eSense [5] and a PC (Macbook
Pro) as shown in Figure. 3. Readers may wonder why we use
the earbuds despite the fact that eSense has its own speakers.
In our setup, the audio functionalities of eSense did not work
well. It caused noise or sometimes disconnected, so we used
the earbuds for playing sound.

eSense senses rotations of the user’s head and sends them
to the PC via BLE communication. We 3D-printed an en-
closure for eSense to attach eSense to the user’s head. The
enclosure has two holes for tight attachment to the blind-
fold’s elastic band.

The PCwirelessly connects to both the earbuds and eSense.
It receives six-axis inertial data from the eSense, including
rotational movements, and plays three-dimensional sound
calculated with the abovementioned algorithm according to
the rotation of the user’s head.
We use the Node.js platform for software on the PC to

communicate with eSense and to play two types of acoustic
stimuli.

Stimuli: Subtle and Overt
We prepared two types of acoustic stimuli for both Subtle
and Overt conditions according to the taxonomy of Suma et
al. [11].
For the Subtle condition, we simply played music on our

platform. We used “Walk this way” by Aerosmith as the
stimulus for the Subtle condition. Since the duration of the
music was 3:31, the system put it on repeat so that the user
would keep hearing it even if ze took time to complete a task
in the experiment.
For the Overt condition, we composed music that lasted

1:00 with the digital audio workstation software, Garage-
band. The music consisted of periodical “Delicate Bell,” a
pre-installed musical instrument on Garageband, with a note
of A4 sounds. We set the time interval of each note to two
seconds (i.e., 0.5 Hz).

4 EXPERIMENT
We conducted two experiments to verify if our acoustical
manipulation decreased deviations in walking straight. The
error is the di�erence between the position of the goal and
the position when a participant walked a prede�ned distance.
For example, if a participant was asked to walk 20 m and
veered 5.0 m right from the goal when ze walked 20 m, the
error would be 5.0 m.
We experimented with the e�ect of acoustical manipu-

lation in walking in both subtle (experiment 1) and overt
(experiment 2) conditions. The details are described as fol-
lows.

Experiment 1: Subtle Condition
We �rstly conduct an experiment with a subtle condition. In
this condition, we do not explain the purpose of the study
nor any technical detail of the system. That is, we expect
that none of the participants will notice there is intervention
or control over the music played through the earbuds.

Procedure. We ask participants to wear a blindfold with
an eSense and a set of earbuds and to walk as straight as
possible. The participant walks 50 m unless ze deviates 10 m
from the centerline.
We put two sets of belt stanchions just behind the start

point to give the participant the direction of the goal. Each
set of the stanchion is connected with a belt to ensure that
the participant feels the aimed direction. Figure. 4 shows a
setup of the experiment.
Before a participant starts walking, we play the music

“Walk this way” as the stimulus for the subtle condition.
As mentioned before, when a participant deviates 10 m

from the centerline before ze reaches the goal line (i.e., 50 m),
one of the experimenters gently noti�es hir to stop walking.
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To compare the di�erence between the two conditions—
the control condition and the experimental condition—we
ask each participant to walk three times for the control con-
dition and three times for the experimental condition, six
times in total. In the control condition, we simply play the
original music on our system. That is, the music will be deliv-
ered to both ears of the subject equally. In the experimental
condition, our system plays the music according to the algo-
rithm described in the Section. 3. The order of the conditions
is randomized. We do not notify the order of the conditions
to the participants in the experiment.
We conduct the experiment on the outdoor �eld. We em-

ploy two video cameras and a range �nder (Bosch GLM50) to
make a record of the experiment. When a participant reached
the goal line as Figure. 4-A, we measure the deviations from
the center of the goal using the range �nder and record them.
If the participant deviates more than 10m from the centerline
as Figure. 4-B, we record the length from the start line and
calculate the estimated deviation from the goal. To estimate
the deviation, we �rstly calculate � with � = tan�1(d10/10)
whered10 is the distance from the start line.We then calculate
the deviation with d = 50/tan� where d is the deviation.

20m
10m

50m

Goal

Start

A

B

B’

Belt Stanchions

d10

θ

Figure 4: Experimental settings for the experiment 1.

Experiment 2: Overt Condition
We also have an experiment with an overt condition. In
this condition, we explain the details of the system to let
the participants understand the meaning of the sound. We
explain that the bell sounds will play every two seconds, and
the position of the virtual speaker moves according to the
walking direction.

Procedure. The procedure of experiment 2 is almost the
same as experiment 1. The di�erences are (1) Instructions
to participants, (2) Acoustical stimulus, and (3) Experiment
�eld.
As we described previously, we explain the detail of the

system to the participant. The participants understand that
the position of the virtual speaker will change according
to the direction of hir walking direction. We had a short
practice session before starting the experiment to get hir
used to the system.
For the acoustical stimulus, we used periodical “Delicate

Bell” sounds with the 0.5 Hz time interval. It is like a radar
sound. We expected that each participant would be aware of
the hir walking direction and �x the direction correctly.

Instead of the outdoor �eld, we experimented in the gym-
nasium, primarily to protect the participants from heatstroke.
Because of the small size of the gymnasiums, the participants
walked as straight as possible for 35 m. As with experiment 1,
when a participant deviated 10 m from the centerline before
ze reached the 35 m line, we noti�ed hir to stop walking.

5 RESULTS
Experiment 1
Seven students (all males) gave written informed consent and
participated in the experiment. Each of them walked three
times under the control condition and three times under
the experimental condition. The order of the conditions was
randomized.

Figure. 5 showed an actual image of the experiment. We
conducted the experiment on the outdoor �eld.

The means of deviations on the control condition for each
participant are 9.72 m, 6.01 m, 6.81 m, 8.84 m, 10.58 m, 6.15
m and 19.42 m.

The means in the experimental(Subtle) condition are 5.19
m, 1.38 m, 6.06 m, 9.39 m, 6.39 m, 5.52 m, and 17.10m, re-
spectively. Except for participant 4 (he scored 8.84 m on the
control condition and 9.39 m on experimental condition), the
means of deviation on experimental condition were lower
than one on the control condition.

Figure. 6 shows the boxplot for each condition. The dots
show the scores (i.e., deviations) for one trial. The means for
all trials for both control and experimental conditions are
9.66 m (sd=7.09) and 7.11 m (sd=6.73) respectively. We also
tested the statistical di�erence between two conditions with
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Figure 5: An actual image of the participant walkikg in ex-
periment 1.
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Figure 6: A boxplot for the experiment 1. The box indicates
mean, and 1st and 3rd quartiles.

a one-sided paired t-test on 5% signi�cance level. Through
the test, we found that the di�erence between control and
experimental conditions greater than 0 (p = 0.0465). This
means the acoustical manipulation on Subtle condition low-
ers the deviation on walking blindfold.

We informally interviewed the participants after the exper-
iment. All participants reported that they did not notice that
the position of the speaker moved according to the direction
of your walking while listening to music.

Figure 7: An actual image of the participant walkikg in ex-
periment 2.
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Figure 8: A boxplot for the experiment 2. The box indicates
mean, and 1st and 3rd quartiles.

Experiment 2
Nine students (all males) gave written informed consent
participated in the experiment. Note that four of them par-
ticipated in experiment 1 too.

The means of deviations on the control condition for each
participant are 10.91m, 7.50m, 4.27m, 1.80m, 6.73m, 12.20m,
5.03 m, and 10.68 m. Readers may wonder why the deviation
on the control condition in experiment 2 is lower than one
on the experiment 1. We assume the reason that the walking
distance in experiment 2 was shorter than one in experiment
1.
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The means of deviations on experimental (Overt) condi-
tion are 4.23 m, 0.37 m, 2.03 m, 0.67 m, 2.53 m, 1.40 m, 1.93 m
and 6.40 m. You can quickly �nd that the means of deviation
on the experimental condition are lowered than the control
condition.

Figure. 8 shows the boxplot for each condition in experi-
ment 2. The dots show the scores (i.e., deviations) for one trial.
The means for all trials for both control and experimental
conditions are 7.74 m (sd=5.07) and 2.77 m (sd=2.59) respec-
tively. We also tested the statistical di�erence between two
conditions with a one-sided paired t-test on 5% signi�cance
level. We found that the di�erence between control and ex-
perimental conditions was greater than 0 (p < 0.0001). The
95 percent con�dence interval was from 3.211423 to in�n-
ity. As with experiment 1, acoustical manipulation on Overt
condition also lowers the deviation on walking blindfolded.

6 CONCLUDING REMARKS
In this paper, we investigated the e�ects of acoustical ma-
nipulation while walking blindfolded both on Subtle and
Overt conditions. We conducted a series of experiments to
verify whether or not our acoustical manipulation decreased
deviations in walking straight. Seven and nine students par-
ticipated in experiment 1 and 2, respectively. In both the
Subtle and Overt conditions, statistical tests revealed that
there are statistical di�erences between the control and ex-
perimental conditions. It means the acoustical manipulation
works on both Subtle and Overt conditions.

The results of the series of the experiment showed the
possibilities of earable computing. For example, quite a few
people �x their eyes on their smartphones even when they
are walking. Thus, they are not aware of their surroundings
while gazing at their smartphones, which means they can
collide with others. Many people also choose to wear ear-
buds. If a smartphone is smart enough to sense a person’s
surroundings and the earbuds have a sense of rotation, the
buds can acoustically manipulate the owner and help avoid
a collision.
Through the study, we found that we could acoustically

manipulate people while they were walking in both the Sub-
tle and Overt conditions. However, we need to compare the
e�ects on both conditions to understand the acoustical ma-
nipulation further. We will experiment to compare on both
Subtle and Overt conditions with same condition (i.e., at
the gymnasium) and will analyze on the di�erence between
the conditions. We also need to make improvements to our
system. Currently, the position of the virtual speaker does

not re�ect the goal position; instead, the position is moved
according to the direction of a user’s head.
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ABSTRACT
Wearable activity recognition research needs benchmark
data, which rely heavily on synchronizing and annotating
the inertial sensor data, in order to validate the activity clas-
si�ers. Such validation studies become challenging when
recording outside the lab, over longer stretches of time. This
paper presents a method that uses an inconspicuous, ear-
worn device that allows the wearer to annotate his or her
activities as the recording takes place. Since the ear-worn de-
vice has integrated inertial sensors, we use cross-correlation
over all wearable inertial signals to propagate the annota-
tions over all sensor streams. In a feasibility study with 7
participants performing 6 di�erent physical activities, we
show that our algorithm is able to synchronize signals be-
tween sensors worn on the body using cross-correlation,
typically within a second. A comfort rating scale study has
shown that attachment is critical. Button presses can thus
de�ne markers in synchronized activity data, resulting in a
fast, comfortable, and reliable annotation method.
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• Human-centered computing → Ubiquitous and mo-
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Figure 1: We present an inconspicuous annotation method,
in which users can annotate their activity data in situ with
an in-ear wearable (left), to mark and synchronize inertial
data from the ear with all other inertial sensors (right).

1 INTRODUCTION
As wearable sensors have been shrinking and getting less
power-hungry, their operation time and places where they
can be worn have inadvertently increased accordingly. Nowa-
days, multiple such sensors can be worn as patches or minia-
ture straps anywhere on the limbs, torso, or even on the head.
When doing experiments with such sensor data, however,
the annotation of the data has remained a burden, taking a
substantial amount of e�ort. Few methods exist that allow
the sensor data to be annotated directly, even fewer meth-
ods allow these annotations to be made for any amount of
wearable sensor data from the user’s body. In this paper, we
argue that an in-ear device that is equipped with inertial
sensors and a button would be an excellent candidate for
user annotation of activity data. It would allow the users to
annotate their data without much e�ort in a socially com-
fortable way, which also enables ’in the wild’ experiments
as study volunteers annotate activities in their daily lives. A
critical step in our method is the synchronization of sensor
data between all wearable sensors: We assume that all sen-
sors contain inertial sensors that show su�cient correlation
during everyday activities. The synchronization of di�erent
sensor signals plays a decisive role in activity recognition.
In most cases, a synchronization gesture is executed at the
beginning and end of the measurements to synchronize the

https://doi.org/10.1145/0000000.000000000
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two or more time series. This method has the decisive dis-
advantage that it is time-consuming and error-prone. With
this paper we would like to introduce another approach, that
helps synchronizing an arbitrary number of sensor signals.
These signals only have the basic preconditions that they
must be recorded at the same time and that su�cient seden-
tary phases, greater than 1 minute, are included. The here
presented algorithm works with a very few calculation steps,
these are the calculation of the vector length, the standard
deviation and a binary �lter that is used to decide if the ac-
celeration signal represents a sedentary or non-sedentary
activity. The given results show an median time mismatch
of 1.10 seconds and can be used to synchronize related, but
independently captured, sensor signals with a shared time
base. In order for the algorithm to work reliably with the raw
data, they must �rst be prepared and preprocessed. Chapter
4 describes the algorithm in detail. Our presented algorithm
is fast and easy to implement. This allows researchers to take
up this idea and incorporate it into their projects [2].

2 RELATEDWORK
When experiments in human activity recognition rely on
multiple inputs from an arbitrary number of sensors, a sig-
ni�cant hurdle is to synchronize all sensors’ data streams in
order to attach them to the same time base. Problems that
are typical in such cases have been discussed in detail in
previous publications, for example in [1] or [6]. Thus far,
several works have been published that deal with the syn-
chronization of two or more independently working sensors.
Some of these papers aim at explicitly synchronizing the
clocks or time stamps and consider distributed systems or
wireless networks, e.g. [14], [16], [15]. A large amount of
relevant work is also mentioned in patents, [17], [8], [7], [5],
[9] or [19].
[19] describes a procedure that synchronizes the record-

ings of several media devices with each other [19]. However,
the sample applications highlighted in this patent refer to
audio signals, such as sound recordings of various musical in-
struments or vocals. The published system is a client-server
application and works with manual set markers in the audio
signals. Much of the related research is modality-speci�c.
One approach is presented in [5], where the proposed syn-
chronization technique works with markers that need to
bet set in the data. The data then gets synchronized based
on these markers. Hesch et al. [7] provide a method that
uses a set of interrupt triggered markups. In this system, a
processor working in parallel to the CPU is responsible for
managing this. [18] developed an algorithm with which he
was able to synchronize data coming from a network of seis-
mic sensors. The approach calculates the most probable clock
o�set for the data. The probably most usable global time was
determined from all available sensor clocks by calculating

the probability distribution of the clock o�set measurements.
The most probable o�set has been chosen as the o�set to tie
all clocks to.
Work that is situated in wearable activity recognition re-

search encompasses [20], which presents an approach to
achieve robust active learning and avoid the typical anno-
tations errors that asks users to solve a relayed related task
and and estimates con�dence scores from crowd sourcing.
Kunze et al. [13] published 2006 a method that used fea-

tures calculated for a sliding window to recognize the sensor
position on the human body. The experiment is divided into
5 phases. Firstly the walking activity has been recognized
frame by frame. To be sure that only the clean walking seg-
ments are used for location recognition, only these frames
where more then 70% of the data has been recognized as
walking were taken into account. The �nal total accuracy is
82% and shows that it is possible to create a certain context
awareness. This context awareness would be useful in the
following investigations for the algorithm presented here. In
this way the results could be improved.

3 SYSTEM DESIGN
Hardware
The hardware used for collecting labeled data is the eSense-
BLE [11] by the Pervasive Systems group at Nokia Bell Labs,
Cambridge. It is built with a custom-designed 15 x 15 x 3 mm
PCB and composed of a Qualcomm CSR8670, a dual-mode
Bluetooth audio system-on-chip (SoC) with a microphone
per earbud; a InvenSense MPU6500 six-axis inertial mea-
surement unit (IMU) including a three-axis accelerometer, a
three-axis gyroscope, and a two-state button; a circular LED;
associated power regulation; and battery-charging circuitry.
It is powered by an ultra-thin 40-mAh LiPo battery, but lacks
internal storage or real-time clock. Each earbud weights 20g
and is 18 x 20 x 20 mm. The left earbud is the one containing
the IMU sensor accessible through the BLE and will be used
in the remainder of this paper.
The Platypus prototype is a wrist-worn activity sensing

platform [10] that is equipped with a number of sensors,
including a full MPU9250 IMU, environmental sensors, and
several processing units included in an Edison System-on-
Chip module that runs an embedded Linux distribution as
operating system. We have used this prototype as it can
record the IMU data at a relatively high sampling speed of
300 Hz and present the recordings via a Secure Shell (SSH)
over the built-in WiFi transceiver.

Mobile Application
To be able to get labeled data for cross correlation, we devel-
oped an Android App for data collection on Android Studio
by adapting only the needed aspects of the Android library
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provided by the developers. The Android ScanFilter was used
to restrict the scan result to our desired eSense device, using
the LOW LATENCY scan mode. Noti�cation was enabled
by writing to the descriptor for the push button status and
accelerometer data from the on-board IMU, which we set
to 50Hz sampling rate. The accelerometer works with the
default con�guration of +/-4g( sensitivity of 8192 LSB/g).
Using the Android onCharacteristicChanged, accelerometer
data about three-axis is received and checked for correctness
using the CheckSum, then stored in the internal storage of
our mobile phone as a CSV �le in unit of g and multiplied
by 10 to increase amplitude. We also saved a time-stamp
in microseconds that have elapsed since January 1, 1970 at
00:00:00 GMT. Additional, on every button push, the current
data from the accelerometer is labeled with an ASCII char-
acter and stored, as well as displayed on the TextView. We
had a challenge of receiving the same data on di�erent time
stamps, but this was resolved by keeping the processing time
in the onCharacteristicChanged method as low as possible,
another problem that we encountered, was that each button
push noti�cation caused some accelerometer package index
to be skipped on subsequent readings, restarting the IMU
sampling on each button push solved this problem. Finding
and establishing connection with the eSense (BLE and classic
Bluetooth) is a challenge and requires several trials.

4 METHODOLOGY
Beside of our study about the reliability of our proposed
algorithm we also asked the participants to �ll out a short
questionnaire regarding the wearing comfort of the eSense
earbud by using the Comfort Rating Scale (CRS) as proposed
in [12].

Data Set
A data set of activity data of seven participants has been
recorded using the eSense and the platypus. The data recorded
by the eSense is sampled with 50 Hz, the data recorded with
the platypus is sampled with 300 Hz. The participants are
between 20 and 40 years old. We were able to recruit �ve
men and two women for the study. The platypus data set
consists of a total amount of round about 2.255.764 samples
or 2.08 hours of data. For the eSense we recorded 375.967
samples, which also results in 2.08 hours. The data set con-
tains acceleration data from both sensors for mixed activities:
(1) read or desk work, (2) walk, (3) climbing stairs, (4) sit, (5)
dribble a basketball and (6) pause or rest phase.

eSense Wearing Comfort
In addition to the evaluation of the reliability of our presented
algorithm, it was also very important for us to evaluate how
comfortable the provided prototype was perceived by the
participants of the study. Table 1 shows the categories and

Title Description

Emotion

I am worried about how
I look when I wear this device.
I feel tense or on edge because

I am wearing the device.

Attachment I can feel the device on my body.
I can feel the device moving.

Harm
The device is causing me
some harm. The device

is painful to wear.

Perceived
change

Wearing the device makes me feel
physically di�erent. I feel strange

wearing the device.

Movement
The device a�ects the way I move.
The device inhibits or restricts my

movement.
Anxiety I do not feel secure wearing the device.

Table 1: Comfort Rating Scale (CRS) categories as proposed
in [12]. The CRS includes 6 categories: Emotion, Attach-
ment, Harm, Perceived change, Movement and Anxiety.

their description. The Emotion, Harm, and Anxiety cate-
gories are more about personal and psychological sensations
when wearing the device, while the remaining three cate-
gories focus on the device’s body feel. The participants are
able to choose a value between 0 and 10 for every category.
0 means it has low impact, and 10 a high impact.

Data Preparation
For evaluation purposes a ground truth is needed. Therefore
we used a synchronization gesture. In our case the synchro-
nization gesture has the requirement that both hand a head
needs to follow the same movement. Therefore a simple ver-
tical jump was chosen. This creates a clearly identi�able
peak in the acceleration data. The gesture was done at the
beginning and at the end of the recording and thus marks
both in the data.
To be able to synchronize two independent recorded sig-

nals we need to preprocess the data. The �rst step in the data
preparation process was to crop out the data at these marks.
Due to sample losses, for example through the the wireless
connection (BT or WiFi) or not fully achieved sampling rates,
the signals are initially of di�erent length. Furthermore they
need to be sampled with the same sampling rates. Therefore
the Platypus data must be sampled down to 50 Hz. Since
we are only able to set a label for a certain sequence using
the eSense, we have to set the timestamps of the eSense
as ground truth for all other body sensors involved in the
synchronization process. Under these circumstances we are
now able to calculate all sensor signals equidistantly. Due to
simulate the case that no synchronization gesture is available
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to synchronize the data, the time series of the eSense was
shortened by 10% at the beginning and at the end.

Data Synchronization Method
Since the method for synchronizing signals is of central
importance, it takes up most of the work presented here. The
following table describes step wise the developed algorithm
and the results after every step. When the algorithm �nishes
we are able to propagate the label throughout the sensors.
Parameters like the window-size and window-length, but
also the threshold of the binary �lter, can be adjusted variably.
In the �rst version of the algorithm a simple ASCII character
is written with a button press at the beginning and end of
the activity. In the future we plan to use the microphone and
voice-to-speech recognition for setting the label.
Step Name Description

1 Dimension re-
duction of raw data

Calculate vector length per sample (dimension
reduction from 3D to 1D).
Result: Signals with reduced
dimension.

2 Windowing
Data is divided into windows. Window length
and overlap ratio can be set variable.
Result:Windowed data.

3 Feature calculation Calculation of the standard deviation.
Result: Standard deviation per window.

4 Binary Filter

Both standard deviation signals are
passed through a binary �lter. A threshold
is used to decide whether it’s a sedentary or
a non-sedentary activity. 0 (sedentary) if the
current value is smaller than threshold and 1
(non-sedentary) if higher than the threshold.
Result: Two signals with the values 0 and 1.
0 for sedentary sequences and 1 or non-sedentary
activities.

5 Cross-Correlation

Cross-correlation [3] of both binary �ltered signals.
The eSense signal is cross correlated with the
other signals.
Result: Cross-Correlation coe�ciants.

6 Index Selection

The window with the highest correlation co-
e�cient marks the best index synchronize the
signal.
Result: Start window for synchronizing

7 In-Window-
Cross-Correlation

Cross correlation for all samples in this window.
Result: Exact index for synchronization.

8 Label propagation
Labels from the eSense signal can be copied to
the other sensor data.
Result: Labeled data.

Table 2: Step by step explanation of the algorithm. The algo-
rithm is divided into 8 steps. First the dimension of the data
is reduced by calculating the vector length, divided into win-
dows and �nally the standard deviation is calculated. The
standard deviations are now passed through a binary �l-
ter, which writes a 0 for sedentary activity and a 1 for non-
sedentary activity. Both signals are then cross-correlated.
The position of the highest correlation can then be used to
deduce the synchronization point in the initial signal.

5 RESULTS AND DISCUSSION
Comfort Rating Scale
Figure 2 shows the result of our CRS study. To sum the re-
sult up we can say that in general the device is comfortable

Figure 2: CRS result means and standard deviation. Anxiety:
0.57, 0.6; Movement: 2.64, 3.09; Perceived Change: 2.85, 3.17;
Harm: 0.71, 0.8; Attachment: 5.42, 2.38; Emotion: 0.85, 1.31.

to wear, but sometimes you can feel it moving in your ear.
One participant in the study noted that the earplugs tend to
fall out of the ear during heavy movement, like dribbling a
basketball, even if adjusted correctly. The average values for
the Emotion, Harm and Anxiety categories show that users
are generally not concerned about their appearance. This is
certainly due to the fact that earbuds are very inconspicu-
ous and devices like these have long since found their way
into our everyday lives. The results in the other categories
vary. This shows the standard deviation. The perceived wear-
ing comfort is strongly user-dependent and is probably also
related to the individual shape of the inner ear. This is as
unique as the �ngerprint [4], which is why it is di�cult to
develop a shape that everyone feels comfortable with.

Data Synchronization Method
In order to investigate the reliability in terms of automatically
synchronizing the inertial data streams, we decided to use
the time and sample mismatch between the ground truth
and the index used as the synchronization point. To evaluate
the performance of our algorithm we �rst calculated the best
working parameters for window size and overlap ratio by
using a brute force method. This was possible because of
the short computational time and, compared to long-term
benchmark data, limited amount of data. The determined
parameters from these experiments were found to be:

• window-size: 50 samples
• overlap-ratio: 85%

With these parameters �xed, we calculated the time mis-
match separately for every inertial data recording, as de-
picted in Table 3. The graphical representation as given out
by our algorithm are shown in the Figures 3, 5 and 4.
These �gures present two di�erent signals: The top one

is the one recorded at the wrist by the Platypus prototype.
The bottom plot contains the inertial data from the eSense.
The ground truth, as obtained from synchronization gestures
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before and after the recording (not shown), as a reference
is plotted transparently. Overlaying the ground truth the
resulting shortened and synchronized signal is depicted, with
the vertical red lines marking the beginning and ending of
the calculated synchronization point. The black line-plot
embedded in each bottom plots shows the correlation signal.
The inertial signals are synchronized according to the highest
cross-correlation.

Record Mismatch in Samples Mismatch in Seconds Activity
1 15 0.30 1, 3, 5, 6
2 16 0.32 1, 6
3 16 0.32 1, 4, 6
4 20 0.40 1, 6
5 21 0.42 1, 2, 5, 6
6 21 0.42 1, 4, 6
7 23 0.46 1, 3, 5, 6
8 87 1.47 1, 3, 5, 6
9 293 5.86 1, 3, 5, 6
10 386 7,72 1, 4
11 418 8.36 5
12 874 17.48 1, 4
13 1195 23.90 1, 2, 3, 5
14 1742 34.84 1, 4

Table 3: Synchronization error per record in samples and sec-
onds. The records are recordings from 7 participants and
overall 6 di�erent activities. Synchronization tends to be
within one second for records that contain clear sequences
of activities that contain di�erent intensities. (1) read or
desk work, (2) walk, (3) climbing stairs, (4) sit, (5) dribble a
basketball and (6) pause or rest phase.

In the �rst version of the algorithm the binary �lter was
not yet part of it, which resulted in problems synchronizing
correctly, if no pause phases has been part of the record, for
example record 11 in Table 3. The binary �lter sets a very
hard boundary between sedentary and non-sedentary activi-
ties, decided by a threshold, wherefore we needed to have a
closer look on the calculated standard deviation signal. Here
we saw that the threshold needs to be between 0.500 mg and
0.515 mg. After setting the boundaries we evaluated that the
best working threshold is at 0.508 mg. The mismatch (me-
dian) of the algorithmwas 61 samples or 1.22 seconds. Due to
the usage of the binary �lter we were able to improve our re-
sults to 55 samples or 1.10 seconds of mismatch. The records
that could be rather poorly synchronized with our algorithm
are records that mostly consists of sedentary activities as
e.g. sitting, reading or desk work, as depicted in Figure 5 or
records with heavy movements, but without pause phases,
�g. 4. Very well devoted, data sets can be synchronized that
re�ect activities involving a high degree of locomotion as
well as su�cient phase of pauses, e.g. �gure 3.

• Minimum time mismatch: 0.30 seconds or 15 sam-
ples

Figure 3: Best synchronization with a mismatch of 0.30 sec-
onds. The �gure shows that the synchronization works best
with su�cient long periods of sedentary activity. The iner-
tial signal of thewrist (top) comparedwith the synchronized
signals of the head (bottom). The black signal at the bottom
left depicts the cross-correlation between the binary �ltered
signals.

Figure 4: Data without su�cient pause phases, with plots
de�ned as in Figure 3, using Record 13 in table 3. Our al-
gorithm’s synchronization was o� by 1195 samples or 23.90
seconds.

Figure 5: Worst-case synchronization with a mismatch of
34.84 seconds, record 14 in table 3. In this data almost only
desk work has been performed. The inertial signal of the
wrist (top) compared with the synchronized signals of the
head (bottom). The black signal at the bottom left depicts
the cross-correlation between the binary �ltered signals.
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• Maximum time mismatch: 34.84 seconds or 1742
samples

• Median time mismatch: 1.10 seconds or 55 samples

6 CONCLUSIONS
We presented in this paper a novel annotation method for
recording activity recognition benchmark data. Our method
relies on users wearing a small earbud-like device in their ear,
which is equipped with a button and an inertial measurement
unit. The inertial data from the ear-worn sensor are synchro-
nized to all other data via cross-correlation, after which the
user-presses serve as labels that annotate all sensor streams.
In a preliminary study with 7 users, we investigated how
well this synchronization works, as well as how comfortable
the earbud-like wearable was to our study volunteers.
This paper o�ers a �rst approach to spread the annota-

tions temporally correct over any number of sensors and to
synchronize time series that have been recorded at the same
time from di�erent devices. If the data contains sequences
that can be uniquely assigned to an activity, with su�cient
periods of resting activity, the synchronization was found
to be su�ciently reliable. However, the algorithm does not
work reliably enough if the head and hand movements dur-
ing an activity do not basically follow the same direction or if
they can completely di�er from each other. In addition, care
must be taken to ensure that the movements follow a pattern
that includes rest periods. The evaluation, as in Table 3, has
shown that these are essential for reliable synchronization.
In terms of wearing comfort, we found that the used eS-

ense prototype is highly promising as an annotation tool
for everyday recordings ’in the wild’. The fact that it can
be worn comfortably, with attachment as a weakest link for
some participants, and almost hidden in the ear makes it
ideal for recording and annotating data outside our labora-
tory. As such devices could be operated simultaneously as
wireless headsets, the one remaining hurdle for use of our
method in long-term and day-long activity recordings is the
eSense’s battery.
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ABSTRACT
Earable computing devices can be an important platform for mobile
health (mHealth) applications and digital phenotyping, since they
allow for collection of detailed sensory data while also providing a
platform for contextual delivery of interventions. In this paper we
describe how the eSense earable computing platform has been inte-
grated with a programming framework and runtime platform for
the design of mHealth applications. The paper details how this pro-
gramming framework can be used in the design of custom mHealth
technologies. It also provide data and insight from an initial study
in which this framework was used to collect real-life contextual
data, including sensory data from the eSense device.

CCS CONCEPTS
•Human-centered computing→Ubiquitous andmobile com-
puting; • Software and its engineering→Development frame-
works and environments; • Applied computing → Health in-
formatics.
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1 INTRODUCTION
A signi�cant body of research has been applying mobile sensing
to health and wellness applications (mHealth technologies) [3]
including, for example, the EmotionSense [11], BeWell [10], and
StudentLife [15] which are systems that classify physical activity,
sleep, and social interaction based on sensor data. Similarly, studies
in mental health have demonstrated correlations and predictive
power between phone-based features on physical activity, mobility,
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social activity, phone usage, and voice data on the one side, and
mental health symptoms in e.g., depression [14], bipolar disorder [5,
7], and schizophrenia [4] on the other side.

More generally, it has been argued that obtaining a more precise
understanding of a disease can happen in multiple dimensions, and
one new dimension is the use of mobile devices to measure people’s
activity and other factors more continuously and accurately. As
such, mobile sensing has been de�ned as central to the ‘Precision
Medicine’ initiative; genotypic information is only powerful if phe-
notypic information is also available [1]. The use of everydaymobile
and wearable technology for collection of behavioral, psychologi-
cal, and health data has been termed ‘digital phenotyping’ [8, 13],
which can be de�ned as;

continuous and unobtrusive measurement and inference
of health, behavior, and other parameters fromwearable
and mobile technology.

Earable computing devices provide a novel and signi�cant tech-
nological platform for the design of mobile health (mHealth) tech-
nologies and digital phenotyping. First of all because earable com-
puting enables new sensor modalities and the collection of a new
type of data, including head movement (from accelerometers and
gyroscopes), sound and noise levels as experienced by the user
(and not by the phone which might be in a pocket), as well as
more health and well-being features related to e.g. cardio-vascular
activity (pulse, heart rate (HR), and heart rate variability (HRV)),
sleep detection, etc. But secondly also because earable computing
might be a platform for delivering Just-in-Time Adaptive Interven-
tions (JITAI) [12], by coupling contextual sensing with the delivery
of a personalized and private intervention using the headset speak-
ers. Hence, an mHealth intervention no longer needs to rely on
noti�cations on the user’s phone screen (with all the problems of
noti�cation fatigue associated with this), but instead can be deliv-
ered as small audio messages targeted for the speci�c person only.
Thirdly, if the earable device has some input modalities – like a
push button – simple Ecological Momentary Assessment (EMA)
sampling can be done.

The eSense device from Nokia Bell Labs provide such an earable
computing platform [9]. In combination with a more general data
sampling platform, this device can provide important additional
sensing modalities for digital phenotyping as well as in the design
of mHealth applications. In this paper we describe how the eSense
technology has been integrated into a larger runtime platform and
programming framework for digital phenotyping and mHealth ap-
plication development, which then allows researchers and mHealth
application designers to achieve the visions for earable computing,
as outlined above. The paper also reports from a small study in
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Figure 1. eSense system. (a) Audio, motion, and Bluetooth Low Energy radio sensing are powered 
by a CSR processor and a 40-mAH battery. (b) Schematic design. (c) Front and back of the printed 
circuit board. 

Hardware 
Two main concerns drove the hardware design of eSense (see Figure 1): physical size and func-
tional requirements. Physically, we wanted eSense to equal the size of a standard wireless earbud 
(including battery, electronics, and all outside connections) to ensure that it could be worn natu-
rally with comfort. Functionally, we wanted eSense to permit reprogramming the sensors and 
recharging of the battery by users. Taking both of these concerns into account, we used a cus-
tom-designed 15 × 15 × 3 mm PCB. eSense is composed of a Qualcomm CSR8670, a program-
mable Bluetooth dual-mode flash audio system-on-chip (SoC) with one microphone; a TDK 
MPU6050 six-axis inertial measurement unit (IMU) including a three-axis accelerometer, a 
three-axis gyroscope, a digital motion processor, and a two-state button; a circular LED; associ-
ated power regulation; and battery-charging circuitry. There is no internal storage or real-time 
clock. We opted for an ultra-thin 40-mAh LiPo battery to provide the system with power. This 
battery offers a reasonable energy profile: 3.0 h of inertial sensing at 50 Hz and 1.2 h for simul-
taneous audio sensing at 16 kHz and inertial sensing at 50 Hz. The carrier casing is equipped 
with an external battery enabling recharging of eSense earbuds on the go. Each earbud weights 
20 g and is 18 × 20 × 20 mm. 

Firmware 
We developed an energy-aware firmware that implements the classic Bluetooth stack including 
the Advanced Audio Distribution Profile (A2DP) for high-definition audio streaming, and mono 
channel recording. The firmware also implements the full BLE radio stack for delivering the 
accelerometer and gyroscope data and configuring different parameters. A set of BLE character-
istics expose these functionalities for setting the sampling rate and duty cycle of the microphone 
and IMU, setting the advertisement packet interval and connection interval of BLE, and receiv-
ing the sensor data. Also, we have designed standard BLE characteristics for receiving the bat-
tery voltage and advertisement packets. In our design, continuous bi-directional audio streaming 
uses classical Bluetooth, and motion data streaming uses BLE. To accommodate simultaneous 
audio and motion data transfer, eSense implements a multiplexing protocol transparently without 
requiring any modification to the host device stack. Finally, to enable continuous proximity sens-
ing, eSense broadcasts advertisement packets continuously, and the advertisement interval can be 
configured programmatically to maintain a right balance between battery life and application 
requirements. 
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Figure 1: A simpli�ed view on the CAMS architecture high-
lighting how the eSense device is integrated into the frame-
work using both a Flutter plugin and aCAMS sampling pack-
age.

which the eSense device was used in data collection and where
earable sensor data is combined with ‘traditional’ mobile sensing
modalities, like location, connectivity, communication patterns, ac-
tivity recognition, noise, etc. The earable computing programming
framework presented in this paper is open source and we hope that
others in the earable community can bene�t from using this.

2 CAMS ESENSE FRAMEWORK
The eSense technology has been integrated into the CARP Mo-
bile Sensing (CAMS) framework [2]1. CAMS have been described
elsewhere and there are plenty of online resources in terms of
application programming interface (API) documentation and tuto-
rial available – see Appendix A.2. CAMS is a cross-platform (iOS &
Android) programming framework for building mHealth technol-
ogy that incorporates mobile and wearable sensing. It is designed
to be highly extensible allowing for; (i) adding new data sampling
modalities (such as wearable devices like the eSense device), (ii)

1CARP is an abbreviation of the CACHET Research Platform.

implementing di�erent kinds of data transformation (e.g. transform-
ing sensor data to standardized formats or on-phone pre-processing
before upload), (iii) using data sampling actively in app design, and
(iii) supporting di�erent data o�-loading strategies (such as local
�le storage or cloud-based upload of data). CAMS is implemented in
Flutter, which is Google’s cross-platform portable toolkit for build-
ing natively-compiled applications for mobile, web, and desktop
from a single codebase [6]. Flutter rely on Dart, which is a mod-
ern object-oriented, reactive programming language optimized for
non-blocking user-interface programming with a mature and com-
plete async-await event-driven code style, paired with isolate-based
concurrency.

As illustrated in Figure 1, CAMS has three main layers; (i) a
runtime layer (in the middle), (ii) a set of data mangers (top layer),
and (iii) a set of sampling packages (bottom layer). CAMS is a very
�exible and extensible ‘plug-and-play’ architecture, in which most
of the components show in Figure 1 can be tailored, extended, or
replaced, and customized components can be added. For example,
a new sampling package can be added, which supports sampling
of data from a new source – both from on-board phone sources
(such as a phone sensor or log) or o�-board wearable sensors which
can be accessed e.g. via Bluetooth Low Energy (BTLE). The inte-
gration of eSense into CAMS is an example of the latter, where an
eSense sampling package have been implemented, which then can
be linked and used in app development. The implementation of
a sampling package in CAMS rely on access one or more Flutter
plugins for data access. These Flutter plugins are strictly speaking
not a part of CAMS, but is a generic way to access the phone’s
operating system (OS) in a cross-platform manner. A Flutter plugin
is often implemented using the ‘Platform Channel’ technology in
Dart/Flutter, which allow Flutter to access the native OS API on
both Android and iOS2.

Hence, in order to support the eSense device in Flutter, we have
implemented two components; (i) a Flutter plugin which uses a
platform channel to access the eSense Java API, and (ii) an eSense
sampling package which integrates support for eSense into CAMS.

2.1 The eSense Flutter Plugin
The eSense Flutter plugin has been designed to resemble the An-
droid eSense API almost 1:1 and the eSense Android program-
mer will be able to recognize the names of the di�erent classes,
methods, and class variables. For example, the methods on the
ESenseManager class is mapped 1:1. However, one major design
change has been done; the eSense Flutter plugin follows theDart/Flut-
ter reactive programming architecture using streams. Hence, you do
not ‘add listeners’ to an eSense device (as you do in Java) – rather,
you obtain a Dart stream and listen to this stream, and utilize all
the other very nice stream operations that are available in Dart
– including creating very beautiful reactive user interfaces (UIs).
Listing 1 shows the basic Dart code on how to use the eSense plugin.
As can be seen, it quite straight-forward and it only requires a few
lines of code to use the plugin. The reader familiar with the eSense
Java API will recognize the way to use the API and its names.

2More information on how to write platform-speci�c code in Flutter is available at
https://�utter.dev/docs/development/platform-integration/platform-channels.

https://flutter.dev/docs/development/platform-integration/platform-channels
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1 import �package:esense/esense.dart�;
2
3 // listen to connection events before connecting
4 ESenseManager.connectionEvents.listen (( event)
5 => print(�CONNECTION event: $event �);
6
7 // try to connect to the eSense device with a given name
8 success = await ESenseManager.connect(�eSense -0332�);
9
10 // listen to sensor events and print them
11 ESenseManager.sensorEvents.listen (( event)
12 => print(�SENSOR event: $event �);

Listing 1: Using the eSense Flutter plugin.

Note that playing and recording audio are performed via the
Bluetooth Classic interface and are not supported by the eSense plu-
gin. However, as we shall present below, CAMS supports sampling
of audio and noise, which is done via the eSense device microphone,
once connected.

The eSense Flutter plugin has been released to the Flutter pack-
age sharing site3 with documentation on the API and how to use
the plugin4. Links to online resources are provided in Appendix A.1.
At the time of writing, the eSense Flutter plugin only works on
Android, since Nokia Bell Labs initially only provided an Android
Java API. However, a 3rd party iOS API has just been released and
support for iOS can be implemented in the eSense Flutter plugin.
This means that all eSense apps implemented using Flutter and
CAMS would run on both Android and iOS without any platform-
speci�c development needed. This is the true strength of using
Flutter.

2.2 The eSense Sampling Package
A CAMS sampling package basically consists of three components;
(i) a Measure which de�nes what data to collect, (ii) a Probe that
implements how data is collected, and (iii) a Datum object which
specify the data format of the collected data. Two types of data can
be collected from the eSense device; (a) button pressed / released
events and (b) sensor events from the device’s inertial measurement
unit (IMU) (accelerometer and gyroscope). CAMS supports both
these type of measures, using two di�erent probes, and stores it in
two di�erent datum objects. Hence, the two types of measures are
independent and the app developer can choose to use one and/or
the other.

Listing 2 shows how the eSense measures are con�gured to
be part of a CAMS study. A Study object is created with a name
and a �le storage as the data endpoint (line 1–3), and then a list of
measures are added to a task and a trigger, which basically just starts
the sampling immediately and runs forever (line 4–15). The study
is con�gured to sample eSense button events, eSense sensor events,
noise, location, activities, local weather information, and scans for
Bluetooth devices in the phone’s proximity. The exact con�guration
of these measures is de�ned in a so-called SamplingSchema, where
the common schema is used in this case.

1 study = Study(�1234�, �user@dtu.dk�)
2 ..name = �CARP Mobile Sensing - eSense sampling demo�
3 .. dataEndPoint = getDataEndpoint(DataEndPointTypes.FILE)
4 .. addTriggerTask(
5 ImmediateTrigger (),

3http://pub.dev
4https://pub.dev/packages/esense

Figure 2: The study con�gured in Listing 2 shown in the list
of probes in the CAMS mobile sensing app.

6 Task()
7 .. measures = SamplingSchema.common ().getMeasureList ([
8 ESenseSamplingPackage.ESENSE_BUTTON ,
9 ESenseSamplingPackage.ESENSE_SENSOR ,
10 AudioSamplingPackage.NOISE ,
11 ContextSamplingPackage.LOCATION ,
12 ContextSamplingPackage.ACTIVITY ,
13 ContextSamplingPackage.WEATHER ,
14 ConnectivitySamplingPackage.BLUETOOTH ,
15 ]));

Listing 2: Using the eSense measure types as part of a CAMS
study.

Once the study is de�ned, it can be handed over to the CAMS
StudyController as shown in Listing 3. This paper do not allow
for going into the details of CAMS, but the code examples hopefully
illustrates that a sampling study can be con�gured and executed
quite easily.

1 // Create a controller for this study , initialize it, and start it
2 controller = StudyController(study);
3 await controller.initialize ();
4 controller.start ();
5
6 // listening on all data events from the study and print it
7 controller.events.forEach(print);

Listing 3: Starting a study.

http://pub.dev
https://pub.dev/packages/esense
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3 ESENSE STUDY
In order to evaluate the eSense Flutter plugin and the eSense CAMS
sampling package, we created the study listed in Listing 2 and de-
ployed it in the CAMS client app. This study con�guration invokes
a set of corresponding probes, which samples the speci�ed data
types. The CAMS client app with this list of probes is shown in
Figure 2. The following measures were con�gured:

• eSense button events
• eSense sensor events with a sampling rate of 10 Hz
• Ambient noise, sampled over a 5 seconds window every 45
seconds.

• Location triggered by the phone on movement.
• Activity as recognized by the activity recognition API on the
phone.

• Local weather as collected from the WeatherAPI service.
• Scanning of nearby Bluetooth devices every 60 seconds.

The main goal of this sampling schema is to sample data in a
scenario where a user is physically active during a day, performing
di�erent activities (e.g. biking, walking, sitting), at di�erent loca-
tions, with di�erent weather, with di�erent noise levels, and with
di�erent people (the Bluetooth scan). The eSense sensor data is
collected to see if this can be correlated or used in classi�cation of
activities. The user is instructed to press the eSense button when
starting a new activity and/or changing context.

We ran the study for one day which included activities of walk-
ing, driving, sitting at a desk, and biking. During the study we
collected more than 150,000 data points (61 MB data), of which the
vast majority was the detailed sensor data from the eSense IMU
sensor. All of this data was stored locally on the phone (hence,
o�oading to e.g. Firebase was not used in this study). The app
and the eSense device ran continuously during the entire day (8
hours) without any signi�cant breakdowns and problems. However,
valuable experience in handling the eSense device was obtained.
For example, there might be inference between the eSense Blue-
tooth connectivity while doing the Bluetooth scan in CAMS and
the BTLE connection to the eSense IMU could break, if the earplug
was used for streaming music. Hence, this study gave some input
in how to make the data sampling package and the eSense probes
more robust in handling disconnection and re-connection scenarios.
At the time of writing the collected data has not been analysed.
But the study demonstrated the feasibility of using CAMS with the
eSense sampling package in such digital phenotyping studies. The
data is available for download – see Appendix A.3 for details.

4 CONCLUSION
This paper has presented the integration of the eSense earable
computing platform from Nokia Bell Labs into the CARP Mobile
Sensing (CAMS) framework. This integration allows software de-
velopers of mHealth apps to include mobile and wearable sensing to
their app design, which now also include the eSense device. More-
over, the framework allows for using eSense in digital phenotyping,
as demonstrated by a small study. Now that this infrastructure is
in place, we plan to set up more studies where the eSense earable
computing technology can be used in combination with all the
other sampling measures available in CAMS.
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A ONLINE RESOURCES
This appendix provides link to di�erent online resources relevant
for the eSense Flutter plugin, CAMS, and the CAMS eSense sam-
pling packages, as well as the data from the small study reported
in this paper.

A.1 eSense Flutter Plugin
• The esense Plugin at pub.dev – https://pub.dev/packages/
esense

• The esenseAPI documentation – https://pub.dev/documentation/
esense/latest/

• The esense Plugin GitHub – https://github.com/cph-cachet/
�utter-plugins/tree/master/packages/esense

A.2 CAMS Framework and Documentation
• The CARP Mobile Sensing (CAMS) core Flutter Plugin at
pub.dev – https://pub.dev/packages/carp_mobile_sensing

• The CAMS tutorials and documentation – https://github.
com/cph-cachet/carp.sensing-�utter/wiki

• TheCAMSAPI documentation – https://pub.dev/documentation/
carp_mobile_sensing/latest/

• The CAMS eSense Sampling Package at pub.dev – https:
//pub.dev/packages/carp_esense_package

• The CAMS GitHub – https://github.com/cph-cachet/carp.
sensing-�utter

A.3 Data from the eSense Study
The data and description from this small (N=1) study can be accessed
from:

• https://github.com/cph-cachet/data/tree/master/2019.08.28.eSense
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https://github.com/cph-cachet/carp.sensing-flutter
https://github.com/cph-cachet/data/tree/master/2019.08.28.eSense
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ABSTRACT
Head motion-based interfaces for controlling robot arms in
real time have been presented in both medical-oriented re-
search as well as human-robot interaction. We present an
especially minimal and low-cost solution that uses the eS-
ense [1] ear-worn prototype as a small head-worn controller,
enabling direct control of an inexpensive robot arm in the
environment. We report on the hardware and software setup,
as well as the experiment design and early results.
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and mobile computing.
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1 INTRODUCTION
The past decade has seen an increasing interest in developing
and investigating the interface between humans and robots.
For many scenarios in this research, precision and speed
are crucial, with cost factors and size and mobility of such
systems being less of a focus. In contrast, we present here a
human-robot interface that aims at being minimal in terms
of size and costs, and intend to investigate the trade-o�s
that are caused by this minimalism in terms of accuracy and
speed. Our application domain is head motion-based robot
control, as it is for instance required to enable tetraplegics
to control a multi-degree of freedom robot arm in real-time
using solely head motion (as for instance motivated in [4]).
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Figure 1: This work presents an a�ordable and light-weight
system that uses an in-ear IMU to control a robot arm’s yaw
and pitch motions by moving the head.

2 DESIGN OF HARDWARE AND SOFTWARE
For our design, we use an open-source design 3-DOF robot
arm, using STL Files available on 1. This design uses 3 low-
cost mg996r servo motors capable of 180 deg rotation and is
powered by an Arduino (connected to a 9V dc power adapter).
This design results in an extensible, re-programmable, and
low-cost robot arm that costs about 70$ for all components.
We use this model as this design explicitly represents an
entry model for interactive control applications, where users
need to adapt to the speed and accuracy of the servo motors.
In order to control the robot arm, IMU (Inertial Measure-

ment Unit) data are sent via Bluetooth LowEnergy(BLE) from
an eSense ear-worn unit to a ESP32-WROOM-32D-equipped
robot for local processing. eSense2 is a multi-sensory earable
platform for personal-scale behavioural analytics research.
It is a True Wireless Stereo (TWS) earbud, composed of a
Qualcomm CSR8670, with dual mode Bluetooth (Bluetooth
Classic and Bluetooth Low Energy), three-axis accelerometer,
a three-axis gyroscope,etc. The left earbud is the one con-
taining the IMU sensor accessible through the BLE interface.
The ESP32-WROOM-32D module3 at the robot arm. This
module is a generic Wi-Fi+BT+BLE MCU system-on-chip,
equipped with an Xtensa single-/dual-core 32-bit LX6 micro-
processor. With up to 600 MIPS, it is designed for �exible
mobile, wearable, and networked sensor applications.
1https://howtomechatronics.com/download/arduino-robot-arm-stl-�les/
2eSense User Documentation: http://www.esense.io/share/eSense-User-
Documentation.pdf
3ESP32 Datasheet: https://www.espressif.com/sites/default/�les/
documentation/esp32-wroom-32d_esp32-wroom-32u_datasheet_en.pdf
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Connection: The ESP32 microcontroller is programmed
using the Arduino IDE, and the BLE connection between
eSense and ESP32 was accomplished with the help of the
Arduino BLEDevice library 4. To access the IMU data using
the appropriate service and characteristics UUID5, we �rst
have to register for noti�cation and enable IMU sampling,
here we are using 50Hz sampling rate. Next, on each noti�-
cation we convert the accelerometer readings to g using the
8192 LSB/g Scale factor (+/- 4 g range is used) and gyroscope
reading to deg/s using 65.5 LSB/(deg/s) Scale factor(+/-500
deg/s range is used).

Frame transformation: The acceleration in the earth’s ref-
erence frame has to be transformed to the IMU body frame,
the orientation of the eSense IMU is shown in the �gure 3.
Appendix A contains the details on how we achieve this.

When the eSense is worn, the orientation of the earbud is
as shown in the �gure 4, where it is 90 deg (approximately)
rotated about the z-axis from the orientation we have used in
our calculations, to account for this and be able tomake use of
(14), wemust �rst make a transformation of our IMU readings
from the worn orientation to the original orientation used in
calculation as shown in (1), where variables with subscript
w represent values from the worn orientation.

©≠
´
x
�
z

™Æ
¨
=
©≠
´
cos(�90) � sin(�90) 0
sin(�90) cos(�90) 0

0 0 1

™Æ
¨
©≠
´
xw
�w
zw

™Æ
¨
=
©≠
´

�w
�xw
zw

™Æ
¨

(1)

The simple substitution necessary is as shown in (2) and (3).

Gx = G�w ,G� = �Gxw ,Gz = Gzw (2)

��rox = ��ro�w ,��ro� = ���roxw ,��roz = ��rozw (3)
Filtering: Accelerometer is susceptible to high-frequency

noise and needs a low pass �lter, while the gyroscope drifts
with time due to integration and needs a high pass �lter.
The accelerometer readings from (14) (has to be converted
to degrees) and the gyroscope rate readings in deg/sec are
passed through a complementary �lter to mitigate noise and
drift (see �gure 2). (15) shows the complementary �lter for
pitch and (16) for roll (see Appendix B).
Calibration: Since di�erent users will have di�erent neu-

tral/natural head orientation, it makes sense to calibrate
the readings for each user. After the system setup, with the
user’s head upright and facing forward the micro-controller
receives on noti�cation, N IMU readings and takes the sam-
ple mean of these values which we call o�set readings (see
Appendix C) as shown in (18). With (19) and (20) we get the
estimated pitch and roll angles, for which the neutral/natural
head orientation gives values approximately equal to zero.

4BLEDevice Library: https://github.com/nkolban/ESP32_BLE_Arduino/
blob/master/src/BLEDevice.h
5eSense-BLE-Speci�cation: http://www.esense.io/share/eSense-BLE-
Speci�cation.pdf

Figure 2: Raw pitch and roll angles calculated from the raw
eSense IMU readings, showing drift compared to estimated
pitch and roll angles after the complementary �lter, with
noise and drift eliminated. During samples 0-100, the user
moved her head in the pitch direction, afterwards the user’s
head was held still.

Mapping: From (8) we observe that the yaw angle is elimi-
nated during calculation, [3] because accelerometer cannot
detect yaw rotations, since the G vector does not change dur-
ing yaw. Hence, we have mapped the user’s head estimated
roll angle to the robot arm yaw motion (base servo motor,
for left and right motion) and the user’s head estimated pitch
angle to robot arm pitch motion (for up and down motion).
However, when the user’s head makes a pitch motion, there
is a bit of roll motion and vice versa (see Figure 2), hence,
constraint/condition statements are used to determine ex-
actly which motion(pitch or roll) is dominate/intended by
the user before mapping.

3 EXPERIMENT DESIGN AND OUTLOOK
Our experiments are currently ongoing, where novice users
are wearing the eSense to control the robot to mark (with
a pencil) targets (as can be seen in Figure 1) as accurately
and quickly as possible. Both performance measures are then
taken over multiple sessions to also assess the learning of
the interface. Intermediate results show that users tend to
reach the targets from 10 centimetres within 5 seconds at
an accuracy of approximately 9 mm from the target centre.
What remains to be investigated is (1) an analysis of the
importance of accuracy versus speed, and (2) the range of
applications that such performances would allow.
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Figure 3: (Image from eSense User Documentation) The ori-
entation of the IMU in eSense is shown above, the lower case
of the axes are used in our calculations;x=+X,y =+Y,z=+Z.
CCW direction on y axis represent Yaw direction, CCW on z
axis represent Pitch direction and CCW direction on x axis
represent Roll direction.

A EARTH REFERENCE FRAME TO BODY (ESENSE
IMU) FRAME TRANSFORMATION

.
Similarly to [3], we use a transformation matrix R as

shown in (4). We assume the accelerometer undergoes no
linear acceleration and only experiences a gravitational �eld
g, also the IMU y-axis is aligned to direction of g hence the
unit vector (0,1,0) as shown in (5). The three-axis accelerom-
eter reading is given by the vector G. We make use of the
Euler angles; roll (about x-axis), pitch (about z-axis), and yaw
(about y-axis) order for the transformation matrix;

R = Rx (��).Rz (�� ).R� (��)

In (6), the angles are negative because we make a transfor-
mation from earth’s reference frame to the IMU body frame.
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(7) shows the elementary rotations from earth’s (inertial)
reference frame to the body (IMU) frame.
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´
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After applying (7) in equation (6), we arrive at (8) and (9)
below,
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which relates the transformed acceleration vector to ac-
celerometer acceleration measurement in normalized form.

^
G = Accelerometer measurements in normalized f orm
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To get the pitch angle, we make use of the method in
(10) that allows us to use arctan instead of arcsin , to avoid
multiple angles for same value of acceleration measurement.

^
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The pitch angle can then be calculated using (11).
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´

^
�Gxr
^
G2
� +

^
G2
z

™Æ
¨

(11)

Similarly, for roll, we get the relationship in (12) and can
calculate roll angle using (13).

^
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=
sin(��) cos(�� )
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= tan (��)
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� = �tan�1
✓ ^
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To avoid issues that result with arctan, such as division by
zero and inability to distinguish quadrants, we make use of
atan2 in actual programming as shown in (14). Also, since
the norm of G cancels out in (11) and (13), we can use the
values of G non-normalized. The angles here are in radians.

� = �atan2
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�Gx ,
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Figure 4: (Image from eSense User Documentation) eSense
orientation when worn is approximately 90 degrees CW ro-
tated about the z-axis from original orientation (see �gure
3) used in calculation. the new axis orientation are in lower
case w.

B COMPLIMENTARY FILTER
.
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�
�f (k � 1) + ��roz ⇤�t

�
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�f (k) ,�f (k) are current f iltered pitch and roll an�les

�f (k�1) ,�f (k�1) , f iltered pitch and roll an�les 1�t in the past

� , (1��)are the f ilter coe f f icients(wei�hts)and sumup to 1

Ts = f ilter time constant

�t = samplin� time ,determined b� the IMU samplin� rate

fc = f ilter cuto f f f requenc�

The �lter cuto� frequency is usually chosen such that the
weight/coe�cient of the gyroscope reading are favoured
(greater) more than the weight of the accelerometer readings
(since gyroscope readings are more accurate than accelerom-
eter readings in short time intervals e.g. sampling time), and
then tuned for best performance. The methods in [2] can be
used to determine the �lter coe�cients.

C CALIBRATION EQUATIONS
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Estimated_Pitch_Angle = �f (k) � Pitch_o f f set (19)

Estimated_Roll_Angle = �f (k) � Roll_o f f set (20)
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ABSTRACT
Ear-worn wearable devices, or earables, are a rapidly emerg-
ing sensor platform, with unique opportunities to collect a
wide variety of sensor data, and build systems with novel
human-computer interaction components. At this point in
the development of the �eld, with projects such as eSense
putting hardware in researchers’ hands but being limited in
reach, the sharing of datasets collected by researchers with
the wider community would bring a number of bene�ts. A
central data sharing platform would enable wider participa-
tion in earables research and improve the quality of projects,
as well as being a vehicle for better data quality and data
protection practices. We discuss the considerations behind
building such a platform, and propose an architecture that
would achieve better privacy-utility trade-o�s than many
existing data sharing e�orts.
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1 INTRODUCTION
The recent emergence of ear-worn wearable devices, or ear-
ables, presents novel opportunities for innovation and re-
search in personalised computing, both through new modali-
ties of human-computer interaction and as a sensor platform.
Thanks to recent advances in earable computing power and
commercial availability, we �nd ourselves at the beginning
of a new branch of wearables research. In this work we pro-
pose a tool for this new community to share data and results
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from studies conducted with earables, with the aim to foster
collaboration and lower the barrier to entry for new research,
and establish and facilitate a set of standards for data quality
and protection. A common system for data sharing would
confer many bene�ts to the community at large: faster access
to hard-to-collect data, diversity of samples and studies, and
the ability to reproduce work to name but a few.
We aim to contribute a novel design for data sharing,

one which enables sharing of rich and potentially sensitive
datasets, integrating data gathered from across heteroge-
neous set of contributors and methodologies. We see the po-
tential to introduce an approach to data sharing that strikes
a better balance between utility and data protection than has
been achieved in previous data sharing platforms.
In this paper we describe the types of data that can be

collected with an earable platform, and discuss the potential
breadth and implicit data protection burdens of data collec-
tion studies. Through a discussion of the �t of existing data
sharing approaches to the earable case, and a wider range
of considerations for a data sharing exercise, we propose a
sharing platform design that accommodates heterogeneous
studies with an adaptive, rule-based approach to data pro-
tection.

As the earables research community is in its infancy, there
are many tradeo�s to be made between the incentives of
contributors and third parties, as well as assumptions to be
validated around the nature of future research. Therefore,
we also present an appraisal of the potential bene�ts and
drawbacks inherent in the data sharing problem, and invite
members of the community to comment on these problems,
many of which we leave open, in order to better shape the
design of the system.

2 RESEARCHWITH EARABLES DATA
Earables are positioned on the head and next to the human
sensory organs for sound, sight, speech, taste and balance—
this makes them a platform suitable for collecting a wide
variety of data. Motion or vibration sensors can collect data
on activity, gait, speech, breathing patterns, or even facial
expression. Sensors in contact with the skin can contribute
continuous data on the internal state of the human body:
optical sensors can measure heart rate and blood oxygena-
tion, while electrodes measuring galvanic skin response can
provide an indicator for stress. For now, we focus on the
eSense project [3, 4], whose wireless earphone hardware

https://doi.org/xx
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incorporates a microphone and an inertial measurement unit
(IMU).

The potential breadth of datasets collected by earables is
exceptionally large, and will only continue to grow as new or
improved sensor hardware is introduced. This phenomenon
presents opportunities and challenges alike for a research
community. For a data source of such breadth, we must antic-
ipate that the applications of this data will be similarly broad,
and cannot be predicted. As such, it is prudent to make avail-
able to future researchers as much and as varied a corpus of
datasets as possible. This is especially important at the initial
stages of earables research, where hardware is scarce. How-
ever, this also presents problems of data quality—when data
is contributed by a highly heterogeneous set of initial collec-
tion studies, we must establish a baseline of documentation
and quality standards.

Collection study design
We cannot anticipate all datatypes collected in studies with
earables, and since the goal of the data sharing platform is
to foster collaboration on novel research, the architecture
of the platform must not—as far as is reasonable—impose
restrictions on what datasets can be contributed. Instead,
we propose that the system be designed to receive broad
classes of data (discussed below in the context of privacy
risks), upon which sharing and data protection policies can
be designed. If a contributing researcher uploads a dataset
with a datatype that is not included in the existing policies,
it can be �agged for review—at which point the moderators
of the system can perform a data protection analysis, leading
to a new policy.
Studies will also di�er in the modalities of collection. In

terms of data collection ‘episodes’, being one continuous
recording of earable sensor data from one subject, we should
expect a wide variance both in temporal scope and envi-
ronmental scope. Temporally, we expect datasets comprised
both of short- and long-lived episodes of data collection, and
datasets comprised of many one-o� episodes or repeated
episodes from a subject.

We expect datasets to span a range of environments, which
can be most helpfully parametrised by the level to which
they are controlled. This ranges from highly controlled—a
lab environment where the subject performs speci�ed tasks—
to minimally controlled, or ‘in the wild’—episodes that take
place in unspeci�ed public spaces, with no preordained ac-
tivity being undertaken.
Parametrising this space of episode types will be useful

both for ensuring utility—the third-party researcher using
the platform will be able to easily �nd and compare similar
datasets—and aid in data protection, as the sensitivity of a
dataset can be highly dependent on temporal and environ-
mental scope.

Data protection
With the richness of earables data comes a range of implicit
data protection burdens. A central challenge for any data
sharing system will be to support and manage the greatest
burdens associated with current or future datatypes, while
minimising the friction to third-party researchers who wish to
make use of the datasets. Below we outline the data protec-
tion burdens implicit to a range of earable-collected datatype.
We propose that a data sharing platform for earable data

should be capable of receiving datasets containing any or
all of these datatypes, and tailor its data protection pro-
cesses adaptively to which datatypes are included—either at
contribution-time or at query-time. This way, greater proce-
dural friction associated with one datatype, such as audio,
does not need to be applied to a third-party who wishes only
to access short-term IMU logs.

IMU and mobility. Privacy risks from mobility data and IMU
(Inertial Measurement Unit) traces are usually minimal in
the average case for research, where only short-lived traces
are collected. Even in these cases, these traces may confer
personal but non-identifying information about the partici-
pant, such as the presence of Parkinson’s tremors. Similarly,
long-term traces leak information about activity such as com-
mute timings, leisure activities, or working schedules. Where
study design cannot obviate such latent indicators, care must
be taken to constrain analysis such that this information is
not misused.

Some reidenti�cation risk may come from the uniqueness
of certain mobility characteristics such as gait, which has
been used to �ngerprint individuals [6]. It is unclear how
much entropy can be derived from ear-collected gait analysis,
but it is unlikely that it could be used to ‘blindly’ identify a
subject—that is, if one does not already have a gait �nger-
print of the subject, and does not already know that they
contributed to the dataset. Under a conservative evaluation
of the reidenti�cation power of IMU data, it will nonetheless
be necessary for contributors to assume that if a study partic-
ipant contributes IMU data to their dataset, third parties will
be able to reidentify that participant in other datasets avail-
able through the platform. This must be considered in any
consent agreements made between contributors and their
subjects.

Audio. As earables are usually marketed to users as wireless
headphones, they invariably include a microphone. Audio
recordings are a potentially highly sensitive type of data
to collect on subjects, especially if the study takes place ‘in
the wild’. This problem is compounded by the fact that we
cannot know for sure whether a recording contains sensitive
information (e.g. whether the recording contains a personal
conversation including the subject or a conversation between
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others in the same space) without listening through it com-
pletely.
Therefore, a data sharing platform must allow contribu-

tors to tag their datasets with information that describes the
risk of this sensitivity. If the dataset is tagged as containing
only short audio snippets from a controlled environment,
minimal data protection mechanisms would need to be em-
ployed; if the recordings were made on the street, or at the
subject’s home, the system must consider each of those cases
as progressively more sensitive, and apply greater protec-
tions. These might come in the form of stronger licensing
agreements, stronger consent requirements to contribute
data at all, or automated transformation of audio into repre-
sentations with lower �delity.

Future sensors (e.g. electrodes). While we can speculate about
the usage and collection modalities of novel sensor datatypes,
such as galvanic skin response, we know that the uses of
those datatypes will evolve as they become available to re-
searchers. Therefore, it is important not to prescribe data
protection policies for these datatypes but to continuously
evaluate the tradeo�s between their sensitivity and their
utility.

While the system’s policies must be incrementally formed
asmore datatypes are added to the corpus, it is important that
this early lack of strategy be properly presented to subjects
at the point of consent. Consent documentation must clearly
explain the open-ended nature of the usage of the subjects’
data, and the subjects’ right to have the data minimised or
better protected as soon as technical means become available
should be communicated.
Metadata. Any earables research study will contain study-
level and subject-level metadata. Both to ensure utility to
third-parties and for data protection, it is important to estab-
lish a baseline of data quality for these sorts of information.
The question of how strictly to draw the speci�cation of this
metadata should be agreed with the community.

In the case of study-level metadata, a majority of datasets
contributed to a public repository will not share collection
methodologies or pre-processing approaches, even in the
initial case where we focus solely on the eSense platform.
Therefore it is necessary to provide detailed metadata on
the activity captured by each dataset. This must include, but
not be limited to the time-frame of collection episodes, their
frequency, and the degree to which the environment was
controlled. As noted above, each of these will also contribute
information on the sensitivity of the dataset.

At the subject-level, contributors will want to include data
such as age, gender, or level of physical activity, or speci�c
tagging of the sensor data collected, such as by activity or
location.

Accessory data. In addition to earable-collected data, con-
tributors can be expected to collect concurrent data streams
from other sensors, such as smartphones or �tness track-
ers. Any platform must be able to host this data alongside
earable datasets. This linkage will likely often increase the
sensitivity of the dataset and hence the protection burden,
and so we propose that a rules-based approach be taken to
granting access to these datasets, using an evaluation of the
extra privacy risk created by the linkage.

3 EXISTING APPROACHES TO SHARING
DATASETS FOR RESEARCH

There are a number of other data collection projects which
have made their data available to third-party researchers,
as well as systems designed to handle that sharing. These
studies range in scope from collection studies where the re-
searchers have collected a dataset and roll their own sharing
platform, to collection and sharing tools created for third
parties to integrate into their own studies, to platforms that
simply serve as repositories for datasets (employing varying
levels of mediation).

Two notable collection studies are the Device Analyzer [7]
and Haystack [1] projects. Each of these studies publicly
released an Android app to capture various data about an
individual’s smartphone activity. These subjects aremembers
of the public who are incentivised by reports about their
smartphone activity provided by the app, as well as a desire
to contribute to scienti�c research.
These studies took a di�erent approach to sharing their

data. The Haystack project published a dataset containing a
subset of the data collected—anonymised TLS handshakes for
1378 devices over the course of two years. This anonymised
data was published under a Creative Commons Attribution
4.0 International license and used a public dataset sharing
website Zenodo.

Device Analyzer, on the other hand, makes available their
entire dataset, after post-processing and pseudonymisation
of certain �elds [8]. Since the data may contain sensitive
information even when pseudonymised, the sharing mecha-
nism chosen employed signi�cantly more friction. In particu-
lar, third-parties were required to submit a research proposal
and arrange a license agreement between the University of
Cambridge (who hosted the platform) and the third-party’s
institution. This process sometimes took weeks or months.

Both of these approaches are instructive for the design of
an earables sharing platform, but neither can be followed
closely. Haystack’s approach allows a low barrier to entry,
but only for a very limited subset of their data, while Device
Analyzer provides a rich dataset but behind a signi�cant
barrier to entry (by design). While these projects illustrate
very di�erent points on the privacy vs. utility spectrum, they
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do not match our case exactly as they deal with only one col-
lection study. A platform for earables, which could host data
from zero to high sensitivity, would be of little use to the com-
munity if it were to adopt a one-size-�ts-all approach: the
Device Analyzer model is prohibitively constrictive, while
publishing on a general-purpose platform provides inconsis-
tent data protection practices, and precludes tailored solu-
tions for earables research such as automated pre-processing
and tagging. Instead, we advocate a system that can adapt
to the sensitivity of datasets with progressively stronger or
more suitable protections.
The AWARE framework [2] provides a platform for re-

searchers to have study participants contribute data from
their smartphone, such as ambient noise or location. Re-
searchers can write their own plugins to collect speci�c data
for their purposes. The data is uploaded to the servers (hosted
by the project or by the researchers themselves), which host a
web dashboard for researchers to access the data. Collection
tools such as AWARE are able to provide a single interface
to sensors which can be used by di�erent researchers, deliv-
ering a uniformity of data format and quality that is useful
for inspecting data from multiple studies.

There are a number of systems proposed for hosting data
securely and privately. One notable recent work is Scram-
bleDB [5], a database designed to store multiple datasets,
as is our goal. Its ‘pseudonymisation-as-a-service’ allows a
dataset to be decoupled into constituent datasets, provid-
ing non-linkability guarantees for the decoupled outputs. In
addition to enforcing access control, this principle allows a
more granular, targeted enforcement of data protection poli-
cies. Approaches such as these are central to our proposed
system, as is detailed in Section 5.

4 PARAMETERS ON DATA SHARING
There are many parameters for a data sharing platform that
must be set at the time of design. Here we present a range
of parameters relevant to the earables case; we present our
reasoning around each, but for the most part we leave the
parameters open to input from the wider earables commu-
nity.

Third party qualification
Who? As noted in the comparison between Device Analyzer
and Haystack in Section 3, there are a range of options for
who should be allowed to browse and download datasets
from the platform. The four options we consider, in increas-
ing order of restrictiveness are: (1) anyone, via a public web-
site, (2) anyone who makes an account on the platform and
agrees to Terms of Service, (3) only with researchers in-
tending to pursue work for public academic publication (in-
cluding industrial researchers); and (4) only with academic
researchers at known institutions.

Each increased level of restriction serves two purposes:
�rst, ‘locking in’ researchers to the platform aids community
building, as it increases the likelihood that they will comply
with terms of service or license agreements; second, increas-
ing the likelihood of compliance serves as a data protection
mechanism, which can alleviate the need to perform more
restrictive technical transformations—put simply, the more
likely the third party is to behave well, the more of the raw
data you can give them.

We believe that a third party should need an account to use
functionality beyond browsing metadata. A generic license
agreement, covering citation rights and guidelines on ethical
usage of the data, should be agreed to before a third-party is
allowed to view any datasets.

From a legal perspective, it may be the case that for certain
datatypes sharing will be covered by the GDPR. Here we
have two options: prohibit upload of those datatypes, or limit
third parties to researchers in GDPR-compliant countries.
Until we clarify this legal situation, it would be prudent to
take the last option.
With a community resource, there is always a danger

that someone may take without giving; the more often third
parties withdraw data without depositing new data, the more
likely the system is to su�er abuse. This could be combatted
by only allowing third-parties to check out datasets if they
have already shared their own. However, this policy is also
vulnerable to abuse, as it may encourage users to contribute
fake or incomplete data. We leave open the question of how
to incentivise good community behaviour.

Datatypes
As noted in Section 2, the datatypes collected as part of ear-
ables research are diverse and cannot be anticipated. There-
fore, it is important that any sharing system aiming to fa-
cilitate future research is able to host arbitrary datatypes.
Currently, we will focus on the eSense platform, which has
an IMU onboard, as well as a microphone; even in this case,
it would be overly prohibitive to allow only IMU traces and
audio recordings to be uploaded. Studies will likely gener-
ate much more varied data, such as information about the
collection environment, participants, location, etc.

Expanding the scope of data handled by the platform sig-
ni�cantly complicates the problem of data protection; we
discuss our approach to this problem in Section 5.

An open question is how to ensure data quality. By speci-
fying data representations, or accepting only aggregate data,
we impose a degree of homogeneity on contributors’ data,
which may limit the design of contributors’ studies and may
turn them o� sharing data altogether. Conversely, if we were
to also provide libraries to be used in data collection (similar
to the AWARE framework), we might lower the barrier to
entry for new research.
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Tooling complexity
If successful, the platform would be well placed to do some
heavy lifting on the behalf of researchers. This might be as
simple as producing aggregate data for export, or as complex
as hosting and running analysis code. Both of these tooling
options provide utility while also improving data protection;
contributors can specify that only aggregate data may be
used by third parties rather than allowing downloads of raw
data, or the third party could never be given the data at
all, instead having their code ‘come to the data’. However,
this might be unnecessary complexity—it remains an open
question what degree of use such a system would garner.

The obverse approach would be to not host the data on the
platform at all—it may well be the case that even preparing
the data for upload is excessive work for a contributor, and
they would prefer instead a catalogue, where third parties
can �nd their details and request the data in whatever way
the contributor sees �t. This would, of course, negate much
of the data protection bene�ts we have discussed, along
with the secondary bene�ts to the community. We discuss
incentives further in Section 6.

5 A PROPOSED ARCHITECTURE
We propose a system in which contributing researchers up-
load their data to a shared platform (either centralised or
instances of a common software stack) as a collection of
linked datasets, one collection per study. Datasets are split
into two classes: core sensor data and metadata and acces-
sory non-sensor data or additional metadata.

Core datasets
The initial classes of core sensor dataset will be IMU data
and audio recordings. For each, we will require each col-
lection episode is tagged with a pseudonym for the subject,
a timestamp, and appropriate metadata such as sampling
frequency. A contributor must also describe the details of
the study methodology—the temporal and environmental
scope of collection, as well as other study-level metadata as
described in Section 2.

Accessory datasets
Accessory datasets are any further information collected
as part of a study. Examples might include detailed subject
information, location traces, and ground truth or concurrent
data collected from other sensors.

Checkout
A third-party researcher wishing to check data out of the
system will be presented with an interface to browse stud-
ies and their datasets, inspect metadata, and choose which
datasets they wish to download using a ‘checkout’ model.

At this point, any procedural or legal data protection mecha-
nisms can be applied—agreeing to further license agreements,
verifying institutional a�liation etc.

The third-party will also be given a metadata summary of
the dataset they will be supplied—statistics such as sampling
frequencies and included columns. This summary will give
an overview of the output, including the level of availability
of particular �elds if the output has been composed from
multiple studies. It also serves to highlight where transforma-
tions have been applied to the dataset due to data protection
policies.

Protective transformations and limitations
Depending on the permissions granted to a third party, and
the data that they have checked out (or are requesting to
check out), transformations may be applied to core datasets
to minimise data protection risks. Which protections are
enforced and when is speci�ed by global system policies—
some globally applied and some discretionary on the part of
the dataset’s contributor. For each class of core or accessory
dataset, there must be a set of such policies; in the event that
a novel datatype is collected, an expert evaluation would
be performed to create new policies to address any new
challenges.

For example, audio data requires global policies for desen-
sitisation: the platform should automatically perform di�er-
ent transformations of raw data into less sensitive represen-
tations, with stricter access control for greater �delity.

Examples of discretionary policies include: (1) the dataset’s
contributor has speci�ed that third parties with a di�erent
institutional a�liation to theirs must receive a lower IMU
sampling rate (2) due to the consent form given to partici-
pants, you must have agreed to a license agreement with the
contributor to receive column X in this table (3) you have
previously checked out a location trace dataset from this
study, and so cannot be provided with this audio trace dataset
(4) you must submit a research proposal to the dataset’s con-
tributor to be granted access to this study

6 COMMUNITY INCENTIVES
As the sharing platform we propose is intended to facilitate
the growth of a research community around earables, we
must consider the balance of incentives of our target users,
as well as validate the assumptions we have made about
their intents. We assume, for example, that the majority
of contributors would be happy to share their data were it
a simple enough task, and that there is signi�cant utility
to be gained from increasing discoverability and allowing
composition of di�erent datasets. We also assume that an
earables-collected dataset will have utility to future studies.
We expect that the ‘�rst wave’ of eSense research will help
us validate these assumptions.
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We here present a rundown of the incentives we anticipate
to in�uence uptake and usage of an earables data sharing
platform. We discuss each incentive and disincentive to the
best of our ability, but we require input from the research
community to validate them and understand the true balance
between them.

Motivations to contribute data
Community kudos. Contributors who have produced a novel
or high quality dataset would like recognition from peers,
and a higher chance of being cited.

Allow subjects access to their own data. The platform could
alleviate the need for contributors to build an access portal
where their study’s subjects can view their own data.

Easy compliance. Contributors could use carefully designed
systems for managing data protection, with subjects pre-
sented a pre-prepared consent process. This would reduce
the work contributors need to do, and assure compliance
with the GDPR.

Reproducibility. Making data available means that others can
verify any published analysis. Some funding bodies require
study data is made available for this reason.

Motivations not to contribute data
Perceived additional work. If the contributor wishes to collect
data in a speci�c way, it may be perceived as too much e�ort
to make their dataset compliant with whatever standards
the platform expects. The prospect of having to spend time
tagging and uploading may also seem overly onerous.

Existing non-compliant practices. A prospective contributor
may already have collected a signi�cant portion of their
dataset without having obtained su�cient consent from par-
ticipants for further sharing. In this case, it is unlikely the
contributor will discard that data. Similarly, if the platform’s
data protection rules and consent requirements are stricter
than those of the contributor’s institution, the extra work
may be perceived as overly restrictive.

Institutional wariness. In the case of a sharing architecture
that hosts data at an institution other than the contributor’s,
theymay have reservations—either because they do not want
to share with the hosting institution, or do not trust that
institution’s processes to manage sharing with others. This
wariness could be enough for some researchers that they
would prefer to share directly with a third party.

Reverse kudos. If the contributor’s study ended inconclu-
sively or if the data was of poor quality, the contributor may
choose not to publicise their data for fear of judgment (even
though that dataset might still be useful for other purposes).

Motivations to check data out
Data availability. If successful, the platform would host a
wide diversity of samples, and a larger volume of data than
even a well-resourced researcher could easily collect.

Easier than collecting fresh data. If a third-party wishes to
quickly test an assumption, or has limited resources, it would
often be easier to check out a dataset from the platform,
rather than collecting it independently.

Unavailable accessory data. Similarly, a third-party could �nd
datasets with accessory data that they would not have been
able to collect themselves, such as high-�delity ground truth
IMU, heart rate, or room temperature.

7 CONCLUSION
In this paper we have proposed a data sharing platform for
earables research, and discussed the considerations involved
in ensuring it provides utility to the emerging earables re-
search community. This approach could simplify many as-
pects of running studies—such as providing a streamlined
consent process and handling legal compliance. We believe
our proposed architecture allows for better balancing of col-
laborative utility and data protection than previous e�orts.
We have left a number of questions open for discussion,

most notably: (1) Should the platform include standardised
data collection tooling? (2) How strictly should data format
and quality standards be speci�ed? (3) Do the perceived ben-
e�ts of a complex sharing system outweigh the drawbacks?
(4) Does the community see utility in this approach? (5) How
do we encourage users to be good community actors?
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